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This study originates a new model, the Feature Parallelism Model (FPM), and 
compares it to deep learning models along depth, which is the number of layers that 
comprises a machine learning model. It is the number of layers in the horizontal axis, in 
the case of FPM. We found that only 6 layers optimize FPM‟s performance. FPM has 
been inspired by the human brain and follows some organizing principles that underlie 
the human visual system. We review here the standard practice in deep learning, which 
is opting in to the deepest model that the computational resources allow up to hundreds 
of layers, seeking better accuracies. We have implemented FPM using 5, 6, 7, and 8 
layers and observed accuracy as well as training time for each. We show that much less 
depth is needed for FPM, down to 6 layers. This optimizes both accuracy and training 
time for the model. Moreover, in a previous study we have proposed the model and 
have shown that while FPM uses less computational resources proved by 21% 
reduction in training time, it performs as well as deep learning regarding models‟ 
accuracy. 
 

Contribution/ Originality: This study originates a new model, the Feature Parallelism Model (FPM), and 

compares it to deep learning models along depth, which is the number of layers that comprises a machine learning 

model. 

 

1. INTRODUCTION 

Nature has continuously inspired inventions throughout history. Deep learning is one field that has been 

inspired by neuroscience and the brain. Deep learning systems have led to great performances of artificial vision 

[1], [2]. However, the well- known neuroscience theories have not yet been utilized by artificial vision, not to 

mention the undiscovered ones.  

Nowadays the go to technology both in industry and academia to solve computer vision problems is deep 

learning. It is a machine learning method that is in a way inspired by the hierarchal architecture of the brain. That 

is, multiple layers stacked one after another. To learn a task, information is processed in one layer before is handled 

to subsequent layers in the hierarchy. 
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Feature Parallelism Model (FPM) [3]; [4] has addressed the parallel nature of the brain. It conceptualizes 

unutilized science facts about the human visual system such as the Feature Integration Theory of visual attention 

“FIT” Nakayama and Silverman [5], Treisman and Gelade [6]; Treisman [7] and Quinlan [8].  

In this work, we compare between the two models, i.e. deep learning and FPM, along depth, which is the 

number of layers that comprises a deep learning model. It is the number of layers in the horizontal axis, in the case 

of FPM. In section 2, we discuss the significance of depth in deep learning models. Section 3 introduces FPM. In 

section 4, we discuss depth in FPM and then we conclude the paper in section 5.   

 

2. SIGNIFICANCE OF DEPTH IN DEEP LEARNING 

 It has been widely accepted among researchers from academia and industry, that more layers means better 

accuracy for their deep learning models. They believe this is due to adding more nonlinearities with layers, which 

capture the complexity of the brain. Deep learning is inspired by the human brain, at least intuitively.  

 Researchers in Simonyan and Zisserman [9] have found that deeper models, up to 19 layers, produce better 

accuracies. However, others [10] found out that this is true up to a certain level, 20 layers in their case. This is 

when using normal convolutional neural networks, plain nets, as they named it Figure 1. After that level, test error 

would have begun to increase if more layers are added. They have proposed a new ConvNets scheme at the time, 

which is ResNet [10]. Figure 1 shows the difference between a plain net and a ResNet. 

They have shown that under ResNet, deeper networks, up to 200 layers, add more accuracy to the model and 

are easier to train [10]; [11] Figure 2. Figure 2- a shows how deeper networks contribute to better results in 

ImageNet Large Scale Visual Recognition Competition (ILSVRC) over time. Figure 2- b shows the effect of depth 

in enhancing accuracy for ResNet architecture. And Figure 2- c shows some of those results in a table. 
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Figure-1. ResNet architecture [10]. 
(a) Difference between a plain net and ResNet. 
(b) A single unit of ResNet. 

                                                    Source: He, et al. [10]. 

 

 

 
Figure-2. Revolution of depth- ResNet He, et al. [10] and He, et al. [11]. 

                                                  Source: He, et al. [10] and He, et al. [11]. 

 

3. FEATURE PARALLELISM MODEL (FPM) - DESIGN 

The principle of parallel processing of different features- such as shape, color and motion- has been around for a 

while since the development of the feature integration theory (FIT) in the early 80‟s of the last Century. However, 

to the best of our knowledge, that concept have not been implemented in modern computer vision systems, until 

recently in Feature Parallelism Model. 

General “feature parallelism” model for object recognition is designed and depicted in Figure 3 features such as 

color, shape and motion, are processed independently in parallel. Figure 4 shows that within each feature 

dimension, e.g. shape, there are parallel paths for sub- dimensions of that feature. For face recognition, the feature 

“Shape” is subdivided into 3 parallel sub- features, which are, texture, parts, and edges Figure 4. 
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Figure-3. “General feature parallelism” model for object recognition [3]. 

                                              Source: Marwa, et al. [3]. 

 

 
Figure-4. “Feature parallelism” model for face recognition along the “shape” feature [3]. 

                                   Source: Marwa, et al. [3]. 

 

4. DEPTH IN FEATURE PARALLELISM MODEL 

In this section, first we present a theoretical basis regarding depth in next section, and then we investigate the 

effect of depth on FPM in section 4.2. 
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4.1. Theory  

Here, we discuss a theoretical basis regarding depth in neuroscience inspired artificial vision. We discuss next 

the functional architecture of the cerebral cortex where laminar organization and cortical columns are further 

elaborated.  

 

4.1.1. Functional Architecture of the Cerebral Cortex  

4.1.1.1. Laminar Organization  

Differences in thickness, sizes and the shapes of neurons of the layers of the cerebral cortex have led 

researchers more than a century ago to identify about fifty distinct areas of the cortex.  This classification was the 

basis to link different functions to these areas. However, the design principle that underlies the six- layered 

structure of the cerebral cortex remains a mystery. This six- layered structure is uniform across different species 

and different cortical areas [12]; [13]. 

Number of layers in previous deep learning models is considered a hyper-parameter [9]; [14] it‟s chosen either 

experimentally or arbitrary. A hyper-parameter is a variable that need to be adjusted and chosen prior to training. 

It is defined as a variable to be set prior to the actual application of the learning algorithm to the data, a one that is 

not directly selected by the algorithm itself [15]. 

 

4.1.1.2. Cortical Columns 

A cortical column is the basic information processing unit of the cortex [16]. It refers to cells in any vertical 

cluster that share the same tuning for a given receptive field‟s attribute [17]. It is the narrow chain of neurons 

extending vertically across the six cellular layers, perpendicular to the surface of the cortex [16]. To explain more, 

consider the orientation selectivity of V1. One cortical column is responsible for the processing of only one 

orientation (say, the vertical orientation) and not responsible for another (e.g. the horizontal or the 45° orientation) 

Mountcastle [16], Horton and Adams [17] and Costa and Martin [18]. While Information inside a column is 

processed serially across its six layers, we can consider columns as the elementary parallel processing units of the 

cortex.  

Some have argued that a cortical column is a structure without  a function [17]. Here we can argue that 

dividing the cortex into small parallel units of similar tuning attributes, i.e. „columns‟, may significantly reduce 

processing time and make learning faster. 

 

4.2. Investigating the Effect of Depth on Feature Parallelism Model 

We have used 136x136 images, ImageNet ILSVRC object recognition dataset, Nvidia K20 GPU card and Cuda-

convnets2 deep learning framework. Our reference model is the 6- layers model. 

We have trained all models for 45 epochs. We found that the optimum number of layers is six; with 68% top-1 

error rate Figure 5 and 45% top-5 error rate Figure 6. Training time for the six- layered model was around 8.080 

seconds Figure 7. Training time for the 5- layered model is about 8.450 seconds Figure 10, with 69% top-1 error 

rate Figure 8 and 46% top-5 error rate Figure 9. Results for the 7- layers model were 73% top-1 error rate Figure 

11 52% top-5 error rate Figure 12 and training time of about 24.060 seconds Figure 13. The model with 8 layers 

has results as follows: 78% top-1 error rate Figure 14 58% top-5 error rate Figure 15 and around 27.350 seconds 

training time Figure 16. 
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4.2.1. 6-Layers End- to- End (Reference Model) 

 
Figure-5. Top-1 error rate: 6- layer. Around 68%. 

                         Source: Hassan, et al. [4]. 

 

 
Figure-6. Top-5 error rate: 6- layers. Around 45%. 

                             Source: Hassan, et al. [4]. 
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Figure-7. 6- Layers: Training time. Around 8.080 seconds. 

                      Source: Hassan, et al. [4]. 

 

4.2.2. 5- Layers End- to- End 

 
Figure-8. 5- Layers: Top-1 error rate. Around 69%, 1% more error rate. 

                           Source: Hassan, et al. [4]. 
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Figure-9. 5- Layers: Top- 5 error rate. Around 46%, 1% more error rate. 

                                  Source: Hassan, et al. [4]. 

 

 
Figure-10. 5- Layers: Training time. Around 8.450 seconds, a few milliseconds more training time. 

           Source: Hassan, et al. [4]. 
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4.2.3. 7- Layers End- to- End 

 
Figure-11. 7- Layers: Top-1 error rate. Around 73%, 5% more error rate. 

                           Source: Hassan, et al. [4]. 

 

 
Figure-12. 7- Layers: Top-5 error rate. Around 52%, 7% more error rate. 

                                         Source: Hassan, et al. [4]. 
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Figure-13. 7- Layers: training time. around 24.060 seconds, almost 3 times the training time of the 6- layered model. 

                     Source: Hassan, et al. [4]. 

 

4.2.4. 8- Layers End- to- End 

 

 
Figure-14. 8- Layers: Top-1 error rate. Around 78%, 10% more error rate compared to 6- layered model. 

                                 Source: Hassan, et al. [4]. 
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Figure-15. 8- Layers: Top-5 error rate. Around 58%, 13% more error rate, compared to 6- layered model. 

                   Source: Hassan, et al. [4]. 

 

 
Figure-16. 8- Layers: Training time. Around 27.350 seconds, 19 seconds more training time, compared to that of 6- layered model. 

        Source: Hassan, et al. [4]. 

 

5. ANALYSIS AND CONCLUSION 

When Feature Parallelism Model was investigated regarding depth, training time has dropped by few 

milliseconds while going from 5 to 6 layers; and error rate slightly drops by 1%. However, when going from 6 to 7 

layers, training time increases significantly  from 8.080 seconds to 24.060 seconds; almost three times that of the 6- 
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layers model. It continues to increase by a smaller rate when going from 7 to 8 layers to around 27.350 seconds. 

Similarly, top-1 error rate increases from 68% to 73%, a 5% increase when going from 6 to 7 layers; and top- 5 error 

rate increases from 45% to 52%, a 7% increase. Also, when going from 7 to 8 layers we have noticed a 5% increase 

in top-1 error rate from 73% to 78%, and a 6% increase in top-5 error rate from 52% to58%. The optimum number 

of layers has been found to be six layers. 

Many studies have been conducted to decipher the wisdom behind cortical columns and the six- layered 

architecture of the cortex. Many theories have been developed. In this study we suggest a one possible wisdom, that 

is, the organization of parallel processing units into six- layers architecture appears to significantly enhance 

processing time and optimizes accuracy rates.   

We conclude in this paper that while deep learning models encourage putting more layers, sometimes 200 layers 

and above, our study regarding depth in FPM suggests putting only 6 layers. Above 6, both accuracy and training 

time deteriorate significantly.  Those results are biologically plausible, as they conform to the biological fact that 

the cerebral cortex is organized in 6- layers. Hence, the organization of parallel processing units into 6- layers, 

either in our brains or in artificial vision systems, enhances both accuracy and processing time. 
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