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ABSTRACT

The paper examines the relationship between financial development and investment amount in Turkey over the period of 1998:01-2015:02 by using Toda-Yamamoto method. Banking sector and stock market measures of financial development are used in the econometric analysis. Our findings suggest that there is uni-directional causality from stock market development to investment amount. Moreover, empirical findings present that there is uni-directional causality from investment amount to banking sector development and bi-directional causality between banking sector development and stock market development.
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1. INTRODUCTION

Although there are many studies about the relationship between financial development and economic growth in the empirical literature, it has been less focused on the role of investment, the driving factor of economic growth. If the financial development affects investment, economic growth is sustainable, and thus it will be possible to increase employment levels. Therefore, the effectiveness of the effect of financial development on economic growth requires investigating its impact on investment. In the economic theory, Harrod (1939) and Domar (1946) argue that an increase in capital stock is essential for economic growth. In the framework of Neo-Classical economic growth theory, Solow (1956) argues that labor and technology should be included in growth model as the determinants of economic growth. In fact, investment is affected by many factors such as the economic, social and cultural. Financial development affects these factors in directly or indirectly. In the economic theory, the impact of financial development on investment arises through it affects supply side of the economy by increasing the production level of a country, called as supply-leading growth approach. According to this approach, financial development contributes to economic growth by increasing investment amount.
In the economic theory Schumpeter (1954); Goldsmith (1969) and Patrick (1966) put forward that financial development contributes to economic growth. With the financial development, it is possible to eliminate the financial constraints. In this context, the Mackinnon-Shaw approach argues that the financial constraints such as interest rate controls that repress real interest rates may hamper the financial system and reduce the incentives to save. Therefore, According to McKinnon (1973) and Shaw (1973) the development of financial system incentives savings and thus leads to higher investment levels and rapid economic growth rates.

The aim of this study is to investigate the relationship between financial development and investment in Turkey. For this purpose, we use the method of Toda and Yamamoto (1995). There are many studies investigating the relationship between financial development and economic growth in the empirical literature. In these studies, the methods of panel data and cross-section are used for the various groups of countries and time-series methods are mainly used for single countries, some of which include Turkey. Kar and Pentecost (2000); Ünlümış (2002); Altuç (2008); Kandır et al. (2007); Güneş (2013) and Ege et al. (2008) are some examples of these studies.

The rest of the paper is organized as follows: In section 2 we present theoretical underpinnings on the relationship between financial development and investment amount. In section 3 we outline the model specification, data, and econometric methodology. In section 4 we present empirical results, and finally we provide conclusions in the last section.

2. THEORETICAL UNDERPINNINGS

In general, stronger and better financial system contributes to economic growth through transferring the resources to the areas they are used efficiently. The Strong financial system increases savings and investment and thus accelerates the accumulation of physical capital. Moreover, financial development strengthens the competitiveness and incentives the innovative activities in the economy. Eventually, these effects contribute to economic growth (Estrada et al., 2010). The effect of financial development on investment is analyzed by considering supply-leading growth or finance-leading growth in the economic theory, proposed by Patrick (1966). According to this hypothesis, it is possible to use the resources more efficiently with the better financial system. The effect of financial development on investment can be analyzed in the framework of the hypothesis of Schumpeter (1912) based on the thought that well-operating financial system leads to technology improvements and innovation. In this context, the developments in the financial system increase the technology investments. In some models such as Romer (1986); Lucas (1988) and Rebello (1991) financial development has an effect on steady-state economic growth by affecting capital formation. Financial system also affects capital accumulation by changing saving rate or allocating them to various technologic areas. In these models, financial system affects steady-state economic growth by technology. At this point, Levine (1997) provides us important information on how channels play a role in the effects of financial development on economic growth. Levine (1997) argues that the effect of financial development on economic growth occurs with the channels such as an increase in capital accumulation and an improvement in technology. These channels arise with the functions of the financial system, which includes mobilizing savings, allocating resources, exerting corporate control, facilitating risk management, and facilitating the exchange of goods and services.

The analyzing the relationship between financial development and investment can be made by using De Gregorio and Guidotti (1995)’s study. In case the output is only based on capital stock, the production function can be formed by equation 1.

\[ y_t = f(k_t) \]  

(1)
Where $y_t$ and $k_t$ indicate output and capital stock at time $t$, respectively. Once totally differentiating equation (1) and showing the output growth rate by $\dot{y}$ the savings rate $dk/dy$ by $s$, and the marginal productivity of capital by $\phi$, we have equation 2.

$$\dot{y}_t = \frac{dk_t}{y_t} f'(k_t) = s_t \phi_t$$  \hspace{1cm} (2)

Equation 2 shows economic growth rate depend on savings rate and the marginal productivity of capital. Diminishing the marginal productivity of capital implies that $\phi_t$ goes to zero as $k_t$ grows over time. In this context, financial development has a dual effect on economic growth by enhancing the efficiency (increasing $\phi_t$) and contributing to increasing the savings rate and, thus, the investment rate (increasing $s_t$). According to De Gregorio and Guidotti (1995) the former effect is first emphasized by Goldsmith (1969) finding that financial development encourages to use of the capital stock more efficiently and arguing that economic growth leads to financial development. McKinnon (1973) and Shaw (1973) besides its positive effect on productivity, the financial development also increases savings rate and, thus, investment volume, which is unlike Goldsmith (1969) where growth and financial intermediation are both thought of as endogenous. Similarly, we can use the analysis used by Lynch (1995) implying that the production function can be written in per capita terms to simply of key model relationships, including capital (K) and Labor (L) as inputs. Production ($y=Y/L$) is demonstrated as a function of productivity of capital ($\rho$) and the quantity of per capita capital ($k= K/L$), which is shown in equation 3.

$$y = f(\rho, k)$$ \hspace{1cm} (3)

$$dy = \left( \frac{\delta y}{\delta k} \right) dk + \left( \frac{\delta y}{\delta \rho} \right) d\rho$$  \hspace{1cm} (4)

Output growth can be showed in equation 4, implying that output growth is determined by changes in the quantity of capital or productivity. In equation 4, the first term on the right-hand side denotes output growth from a change in the quantity of capital and the second term represents output growth from productivity changes.

Thiel (2001) using AK model to reveal the effect of financial development on investment, demonstrates that financial system can affect the investment in three ways. First, financial development reduces the loss of resources, implying that more savings can be used for productive investments. Second, financial development may lead to more favorable return-risk combinations for savers, inducing an increase in saving ratio, and, thus investment. It is worth noting that due to the expectations on higher returns, savings may decrease because the same future consumption can be accomplished with higher present consumption, lowering current savings. Third, the financial development leads to increase in the productivity of capital. After analyzing the effect of financial development on investment, we stress the impact of the investment on economic growth in macroeconomic model briefly.

3. MODEL SPECIFICATION, DATA AND ECONOMETRIC METHODOLOGY

The specification of the model denoting the relationship between financial development and economic growth is made as equation (5).

$$y_t = a_0 + a_1 f d_t + u_t$$  \hspace{1cm} (5)

Where $y_t$ is real investment amount; $f d_t$ is the measure of financial development, and $u_t$ is the error term. In this study, we use two variables as a measurement of financial development: stock market capitalization ratio, defined as the ratio of stock market value to GDP and banking sector development, defined as the domestic bank credit to nominal GDP. In this paper, we prefer credit-based measure for financial development because it is assumed that this proxy exhibits a stable long-run relationship with output than deposit-based measurement as suggested by Arestis and Demetriades (1996). This measure was used in some studies such as Demetriades and
Hussein (1996) and Levine et al. (2000). Performing econometric analysis, we use quarterly data from 1998:01 to 2015:02. The reason of selecting this period is that all data can be obtained in tandem in this period. The data are obtained from the Central Bank of Turkish Republic. All data are seasonally adjusted and are used in their natural logarithmic form. To investigate the relationship between financial development and investment, we determine the stationary properties of the series. For this purpose, Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1979) Phillips-Perron (PP) (Phillips, 1987; Phillips and Perron, 1988) and Kwiatkowski et al. (1992) unit root tests are applied. While the null hypothesis for the KPSS test is that the data series is stationary, that for the ADF and PP tests is that the data series have a unit root. After applying unit root tests, if all variables are integrated of order one, then cointegration tests are applied to detect whether long-run relationship between variables. In applying cointegration tests, we use Johansen multivariate cointegration technique, proposed by Johansen (1988) and Johansen and Juselius (1990). Following Engle and Granger (1987) and Granger (1988) arguing that cointegration relationship between two time-series variables denotes, at least, one-directional Granger-causation relationship, we apply Granger causality tests. At this point, we exert Vector Error Correction Model to apply Granger causality tests. On the other hand, it is possible to be found that the variables are integrated in different orders. In this situation, we Toda-Yamamoto (TY) method proposed by Toda and Yamamoto (1995) to investigate the causality relationship between financial development and investment amount. By using TY method, it is minimized the risk of misspecification of the integration order of the series. Applying TY method, we should firstly determine the VAR order, k, and the maximum order of integration of the variables, dmax in the VAR system. The lag length of the level VAR system is determined by minimizing Schwarz Bayesian Criterion (SBC). The sum of k and dmax (k+dmax) is the total order of VAR system [equation(6)-(8)], implying augmented VAR order, k, artificially by the maximal order of integration, dmax. In this context, (k+dmax)th order of VAR is estimated and then modified Wald test (MWALD) is applied to the first kth order of VAR, implying that the coefficients of the last lagged dmax vector are ignored. Testing for causality in a multivariate system involves the estimation of the following augmented VAR of order (k+dmax):

\[ INV_t = \alpha_0 + \sum_{i=1}^{k} \alpha_{3i} INV_{t-i} + \sum_{j=k+1}^{d_{max}} \alpha_{2j} INV_{t-j} + \sum_{i=1}^{k} \alpha_{3i} CAP_{t-i} + \sum_{j=k+1}^{d_{max}} \alpha_{4j} CAP_{t-j} + \sum_{i=1}^{k} \alpha_{5i} CRE_{t-i} + \sum_{j=k+1}^{d_{max}} \alpha_{6j} CRE_{t-j} + \varepsilon_{1t} \]  

(6)

\[ CAP_t = \beta_0 + \sum_{i=1}^{k} \beta_{3i} CAP_{t-i} + \sum_{j=k+1}^{d_{max}} \beta_{2j} CAP_{t-j} + \sum_{i=1}^{k} \beta_{3i} INV_{t-i} + \sum_{j=k+1}^{d_{max}} \beta_{4j} INV_{t-j} + \sum_{i=1}^{k} \beta_{5i} CRE_{t-i} + \sum_{j=k+1}^{d_{max}} \beta_{6j} CRE_{t-j} + \varepsilon_{2t} \]  

(7)

\[ CRE_t = \lambda_0 + \sum_{i=1}^{k} \lambda_{3i} CRE_{t-i} + \sum_{j=k+1}^{d_{max}} \lambda_{2j} CRE_{t-j} + \sum_{i=1}^{k} \lambda_{3i} INV_{t-i} + \sum_{j=k+1}^{d_{max}} \lambda_{4j} INV_{t-j} + \sum_{i=1}^{k} \lambda_{5i} CAP_{t-i} + \sum_{j=k+1}^{d_{max}} \lambda_{6j} CAP_{t-j} + \varepsilon_{3t} \]  

(8)

If the null hypothesis of \(\alpha_{3i}=0\) and \(\alpha_{3j}=0\) is rejected, then it is concluded that stock market development and banking sector development are Granger cause of economic growth, respectively. On the other hand, the rejection of the null hypothesis of \(\lambda_{3i}=0\) implies that there is Granger causality from investment to banking sector development. Moreover, if the null hypothesis of \(\beta_{3i}=0\) is rejected, then it is concluded that there is Granger causality from investment to stock market development. Finally, the rejection of the null hypothesis of \(\beta_{3j}=0\) denotes that banking sector development causes stock market development, and that of \(\lambda_{3j}=0\) implies that stock market development causes banking sector development. In this study, generalized impulse functions (GIRF) are used to determine the dynamic relationships between government revenue and government expenditure. These functions are proposed by Koop et al. (1996) and Pesaran and Shin (1998). Impulse responses show the impact of
one standard deviation shock or innovation of one variable on the current and future values of another variable. Generally speaking, the impulse responses indicate how a variable initially responds to a shock in the other variable and the length of the respond. The results of standard impulse response function analyzes varies according to the ordering of the variables in Cholesky decomposition. Therefore, in this study, GIRF analysis is used to obtain unique impulse response functions. According to Runkle (1987) standard errors or confidence intervals should be reported. Therefore, in examining the generalized impulse responses from the VAR model, ±2 standard errors of the responses are taken considered to investigate whether the responses are statistically significant.

4. EMPIRICAL RESULTS

To apply Granger causality tests, we determine the stationary properties of the series. For this purpose, we apply ADF, PP, and KPSS tests. The lag orders are selected by using SBC Unit root test results presented in Table 1 indicate that CAP and CRE are stationary at the level, I(0), but that INV is non-stationary at the level, stationary at the first differences, I(1), for ADF and KPSS tests. PP test results, unlike ADF test, indicate that CAP is I(0), but INV and CRE both are integrated in order one, I(1), which is similar to the results obtained from KPSS and ADF tests.

Table 1. Unit root tests

<table>
<thead>
<tr>
<th>Series</th>
<th>ADF</th>
<th>PP</th>
<th>KPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV</td>
<td>-1.20(1)</td>
<td>-0.90</td>
<td>0.87(6)***</td>
</tr>
<tr>
<td></td>
<td>-4.90(0)***</td>
<td>-4.89(2)***</td>
<td>0.08(3)</td>
</tr>
<tr>
<td></td>
<td>-4.39(0)***</td>
<td>-4.39(0)***</td>
<td>0.55(5)***</td>
</tr>
<tr>
<td></td>
<td>-11.14(0)***</td>
<td>-13.51(7)***</td>
<td>0.13(15)</td>
</tr>
<tr>
<td>CRE</td>
<td>0.49(1)</td>
<td>0.47(4)</td>
<td>0.97(6)***</td>
</tr>
<tr>
<td></td>
<td>-5.83(0)***</td>
<td>-5.89(3)***</td>
<td>0.34(4)</td>
</tr>
</tbody>
</table>

Source: Author’s calculations

Notes: *** and ** indicate rejection of the null hypothesis at the 1% and 5% levels, respectively.

For KPSS and PP tests, the bandwidth is chosen using Newey–West method and spectral estimation uses Bartlett kernel, representing in parenthesis. The 1%, 5%, and 10% critical value for the ADF and PP tests is -3.52, -2.90, and -2.59 respectively. The 1%, 5%, and 10% critical value for the KPSS test are 0.74, 0.46, and 0.35 respectively. The critical values were from MacKinnon (1991)

The unit root test results indicate that the series are not integrated in the same order, implying that TY method can be applied to examine the Granger causality relationship between financial development indicators and investment. Before applying TY method, we determine the optimal lag length of the VAR by using SBC. In this context, the optimal lag length of VAR, k, is 1 and 2, respectively. The next step is to estimate k + dmax order VAR models at levels. Then MWALD test (modified Wald test) is employed to the first k order of VAR, i.e. the coefficients of the last lagged dmax vector are ignored. The results of Granger causality tests are presented in Table 2.

Table 2. Granger causality test results

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>dmax and VAR (k)</th>
<th>INV</th>
<th>CAP</th>
<th>CRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>INV</td>
<td>(1,5)</td>
<td>-</td>
<td>11.07**</td>
<td>2.38</td>
</tr>
<tr>
<td>CAP</td>
<td>(1,5)</td>
<td>4.12</td>
<td>-</td>
<td>19.04***</td>
</tr>
<tr>
<td>CRE</td>
<td>(1,5)</td>
<td>30.32***</td>
<td>14.67**</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: Author’s calculations

Notes: *** and ** indicate significance at the 1% and 5% levels, respectively. k is the lag length used in the system, and dmax is the maximum order of integration (1).
The empirical results reported in Table 2 demonstrated that the null hypothesis of $\alpha_{3i}=0$ is rejected at the 1% level, implying that $CAP$ is Granger cause of $INV$, i.e., there is uni-directional causality from stock market development to investment amount. On the other hand, the null hypothesis of $\alpha_{5i}=0$ is not rejected, implying that $CRE$ is not Granger cause of $INV$. According to this result, banking sector development has no directly effect on investment amount. From empirical results, the null hypothesis of $\lambda_{3i}=0$ is rejected at 1% level. This result shows that there is Granger causality from $INV$ to $CRE$, meaning that increase in investment amount leads to bank credit increases. Finally, the rejection of null hypotheses of $\beta_{5i}=0$ and $\lambda_{5i}=0$ denote that there is a bi-directional causal relationship between banking sector development and stock market development. Moreover, when including the dummy variable for the economic crisis of the first quarter of 2001 to measure the impact of the crisis, we do not detect any change in the direction of the causality between the variables.

In addition to Granger causality test results, we analyze the impact of innovations by using GIRFs to find out the dynamic interactions of the variables. Figure 1 shows the response of selected variables to some variables in the VAR(6), \([k+d_{max}]\)th-order level VAR, system to one standard deviation shock of each variable in the system. The significance of the impulse response of each variable is specified by confidence intervals representing plus/minus two standard deviations and dashed lines indicate two standard error bands representing a 95% confidence region. When the confidence bands straddle the line at zero, the impulse response is considered to be statistically different from zero at the 5% level of significance. We only give the impulse response functions that are significant to save space.

![Generalized impulse response functions](image)

Figure 1. Generalized impulse response functions

Source: Author’s calculations

Notes: Generalized impulse response functions: response to generalized one standard deviation innovations ±2 standard errors. The vertical axis measures the magnitude of the response to the impulse. Confidence bands, used to determine the statistical significance of an impulse response, are shown as dashed (---) lines and represent ±2 standard errors.

According to Figure 1, banking sector development responds positively to a shock to one standard deviation shock to the investment amount. Banking sector development responds positively to a shock to stock market development only in the second and third period. Moreover, stock market development responds to banking sector development positively between the period of 4 and 6. In general, according to GIRF results, it is concluded that the government revenue has a positive impact on the government expenditure. These results support the results obtained from TY procedure.
5. CONCLUSION

In this study, we used quarterly data over the period 1998-2015 for Turkey to investigate the causality relationship between financial development and investment amount. We used two measure of financial development, which are bank-based one and stock market-based one. Toda-Yamamoto method is applied in the econometric analysis. The empirical results indicate that financial development causes investment amount if stock market development is taken as a proxy for financial development. This result means that stock market development is crucial importance in increasing investment amount in Turkey, and thus economic policies should be implemented towards the development of the stockmarket. Another empirical finding is that there is a uni-directional causality from investment amount to banking sector development. This result implies that changes in investment amount have an effect on bank credits to the private sector, leading to the development of banking sector. The impulse response functions also support this finding. Moreover, according to empirical findings, there is a bi-directional causal relationship between banking sector development and stock market development, which is supported by impulse response function analysis. This finding denotes that there is indirectly causality from banking sector development to investment amount. These results support the approach argued by McKinnon (1973) and Shaw (1973) which the development of financial system incentives to savings and thus leads to higher investment levels and rapid economic growth rates.
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