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ABSTRACT 

This research focuses on estimation of the spectrum and the spectral power density function of non-

Gaussian second order  autoregressive model AR(2) through performing simulation’s experiments 

to calculate the values of power spectral density function (PSD) for different sample sizes and 

various frequencies. 

The random errors for the used model follow Non-Gaussian distribution (discrete, and continuous), 

and also the comparison between simulation results is made by using the criteria of Mean Square 

Error (MSE) and Mean Absolute Percentage Error (MAPE). 

The main conclusions of the research are: There is no essential differences appeared for the 

spectrum values, or spectral power density function, and mean square errors and mean absolute 

percentage errors between discrete and continuous distributions for all frequencies. 

In case of Cauchy distribution, whenever the sample size increases the value of p(w) and f(w) goes 

up, while the value of MSE, MAPE decreases. 
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Contribution/ Originality 

This study contributes in finding  the best estimators of  spectrum function by contrasting the 

condition of normal distribution .This has been done  by studying the estimators when the random 

errors have other parametric distributions  ( discrete or continuous )  because the length of period in 

time series leads to  increase the possibility of facing Non Gaussian conditions  that cause it to  not 

follow  its normal path and be away from its study conditions that hypothesized a normal 

distribution for errors . Variance is considered as a main indicator to study the behavior of time 
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series since there is a possibility to change it to spectrum function (studying time series in 

frequency field). So it is so important to study the behavior of spectrum function to know the 

behavior of time series, so this study is a remarkable addition for this field 

 

1. INTRODUCTION 

There are many natural phenomenons that lead to develop special concepts for spectral 

estimation such as the shapes of the moon, and the movement of celestial bodies. 

The mathematical base for spectral estimation [1] belong to the 17
th
 century, especially for the 

work of Isaac Newton. 

He noticed that the sunlight that is passing through prism is analyzing to different bundles of 

colors. Also, he discovered that each color represents a specific wavelength of light and the white 

light of sun contains all the wavelengths. Newton in 1671 used the word “spectrum”, a word 

derived from specter which means picture or ghost, as a scientific term to describe the color of 

bundles of light. 

The interest in time series started in 1807 when Joseph Fourier [1]
 
claimed that each time 

series can simplify to a set which consists of sine and cosine from that time ,it is named Fourier 

Series. The year 1930 [2]
 
has faced a change point in the “main spectral analysis”. 

This research puts forcefully the spectral analysis within statistical methods by dealing with 

random operations beside specifying accurate statistical definitions for both autocorrelation 

coefficient and power density function.  

The research aims to estimate the Spectrum and power Spectral Density Function (PSD) of 

Non-Gaussian second order autoregressive model AR(2)when the random error of model follows 

Non-Gaussian distribution (discrete and continuous)for different sample sizes and various 

frequencies. 

 

2. SPECTRUM [2] [3] 

Spectrum of stationary process is the Fourier’s transformation for absolutely sample auto 

covariance function of the process: 
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And for the series with real values, as follows: 
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Where we have used the properties:         (  ) , Sin 0 = 0 , Sin w(-k) = -Sin w(k) ,          

Cos w(-k) = Cos w(k) ,    can be represented spectrally through Fourier-Stieltjes integration, as 

follows:                              ∫      
 

  
   ( )          (   ) 

  ( ) is known as the Spectral Density Function (SDF) similar to any statistical distribution 

since it is a nondecreasing function. It is noticed that  ( ) doesn’t have the properties of 

probability distribution function completely, for:                      ∫   ( )
 

  
              (   )      



Journal of Asian Scientific Research, 2014, 4(9): 513-521 

  

 

 

515 

 

And    is not necessarily equal to one, so it can be defined as: 

                                               ( )  
 ( )

  
           ( )       (   ) 

as in:  

                                                ∫   ( )
 

  
       (   )   

Since :   dF(w)=f(w)dw 

So : 

                                             ( )     ( )  
 ( )

  
       (   ) 

From the formula (2.1) and (2.3) Fourier’s transformation will be: 
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Since:                      
   

 
                 

 

 
 

The P(w) function is named as Power Spectral Density (PSD) and it is known as parameter for 

distribution power as the frequency function since frequency represents the number of circles per 

second. 

The properties of this function are: 

1.  ∫  ( )
 

  
            

2.   ( )            

3.  (  )   ( )   For operations with real values. 

The spectrum that represents the average of square spectral density function for independent 

variable that is considered as variant at specific point and fix at another is known as power 

spectrum. 

 

3. SECOND ORDER AUTOREGRESSIVE MODEL 

It is possible to write the second order autoregressive model as the following formula [4]: 

                                                                  (   ) 

Since :                             Observation values of time series. 

                                          Autoregressive parameters. 

                                 Random error. 

 

3.1. Properties of the Model 

3.1.1. Stationarity [5] 

To achieve stationarity, it is conditioned for the roots equation: 
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  ( )       
     

     to be outside the unite circle that has a radius equal one. 

For the model to be stationary it has to satisfy the following conditions: 

       
       
       
       

}          (     ) 

3.1.2. Autocovariance [4] 

We can write the auto covariance formula of second order autoregressive model as follows:   

 ( )  

{
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Since :    (  )   ( ) 

 

3.1.3. Autocorrelation [6] [7] 

We can write the autocorrelation’s formula for AR(2) model as follows: 
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3.1.4. Partial Autocorrelation [6] [7] 

We can write the partial autocorrelation’s formula for AR(2) model as follows : 

                                     {
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3.2. Estimating of Parameter’s Model  [5] [8] 

The parameters of second order autoregressive model AR(2) are estimated through Yule-

Walker as follows: 
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Where: 
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We can estimate the variance of random error  ̂ 
  for AR(2) model as follows : 
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             ….(3.2.5) 

 

4. THE SPECTRUM OF AR (2) MODEL [9, 10] 

The spectrum of Non-Gaussian second order autoregressive model will be as follows : 
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The (PSD) function will be as follows :            ( )  
 ( )

  
              (   ) 

 

5. SIMULATION 

We design (12) simulation experiments to calculate (estimate) the spectrum and (PSD) 

function of Non-Gaussian second order autoregressive model AR(2). 

The experiment is repeated 5000, sample sizes are (25, 75, 150), and the parameters initial 

values are (                      ).We estimate the parameters of the model through sample 

auto covariance and the model random errors are distributed as Non-Gaussian distribution (discrete 

and continuous). 

We using the following comparison tools : MSE(p(w)), MAPE(P(w)). 
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Table-1. General formula for generating variables follows Discrete and Continuous distributions 

[5]
 

 

 

Table-2. Values of [f(w), p(w), MSE, MAPE] when random error of AR(2) are discrete (Binomial, 

Poisson, Geometric) distribution. 
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Table-3. Values of [f(w), p(w), MSE, MAPE] when random error of AR(2) are continuous  

(Cauchy, Laplace, Exponential) distribution. 

 
Table-4. Values of [f(w), p(w), MSE, MAPE] when random error of AR(2) are continuous  (Beta, 

Log-Normal, Uniform) distribution. 
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Table-5. Values of [f(w), p(w), MSE, MAPE] when random error of AR(2) are continuous  

(Pareto, Logistic, Weibull) distribution. 

 

 

 

6. CONCLUSIONS 

1- The value of MSE, MAPE and P(w) is decreased, whenever the value size of the sample is 

increased for all the distributions and frequencies. 

2- In case of Cauchy and Poisson distribution, whenever the sample size increases the value of 

p(w) and f(w) goes up, while the value of MSE, MAPE decreases. 

3- For all distributions and samples sizes, the highest value for p(w), f(w), MSE and MAPE is 

when W=75. 

4- For all distributions and samples sizes, the lowest value of MSE is when W=135. 

5- For most distributions, the highest value of MAPE is shown when W=135 and n=75. 

6- There is no essential differences appeared for the spectrum values, or spectral power density 

function, and mean square errors and mean absolute percentage errors between discrete and 

continuous distributions for all frequencies. 
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اتي غيش الطبيعي هن الذسجت الثانيتزج الانحذاس الروونتقذيش دالت قذسة كثافت الطيف لأ  
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 الوذسس

 وضاح صبشي ابشاهين

 قسن الاحصاء/ كليت الاداسة والاقتصاد

 الجاهعت الوستنصشيت

 

 الوستخلص

ذسإٌ ٕزٓ اىذساسح فٜ اىر٘صو اىٚ افضو اىَقذساخ ىذاىح اىطٞف فٜ ظو ٍخاىفح ششط اىر٘صٝغ اىطثٞؼٜ ٍِ خلاه دساسح 

ذيل اىرقذٝشاخ فٜ حاىح مُ٘ الأخطاء اىؼش٘ائٞح ذر٘صع ذ٘صٝؼاخ ٍؼيَٞح اخشٙ س٘اء ماّد ٍرقطؼح اٗ ٍسرَشج لاُ ط٘ه اىفرشج فٜ 

ادج احرَاىٞح ذؼشضٖا ىظشٗف غٞش طثٞؼٞح ذدؼيٖا ذْحشف ػِ ٍساسٕا اىطثٞؼٜ ٗتاىراىٜ الأخلاه اىسيسيح اىضٍْٞح ذؤدٛ اىٚ صٝ

تششٗط دساسرٖا اىرٜ ذفرشض ذ٘صٝؼا طثٞؼٞا ىلأخطاء. ٝؼرثش اىرثاِٝ أحذ إٌٔ اىَؤششاخ ىذساسح سي٘ك اىسيسيح اىضٍْٞح ٗت٘خ٘د 

حقو اىرنشاس ( ىزا ٍِ اىَْاسة خذا دساسح سي٘ك داىح اىطٞف ىغشض إٍناّٞح ذح٘ٝئ اىٚ داىح اىطٞف ) دساسح اىسيسيح اىضٍْٞح فٜ 

 اىرؼشف ػيٚ سي٘ك اىسيسيح اىضٍْٞح ٗذؼرثش ٕزٓ اىذساسح اضافح خٞذج لأّٖا ٍِ اىذساساخ اىقيٞيح فٜ ٕزا اىَداه.

اىثاّٞح تافرشاض  ٖٝذف ٕذا اىثحث اىٚ احرساب اىطٞف ٗقَٞح داىح قذسج مثافح اىطٞف لأَّ٘رج الاّحذاس اىزاذٜ ٍِ اىذسخح

ذدشتح  21ٗلاحداً ػْٞاخ ٍخريفح ٗىَخريف اىرشدداخ ٍِٗ خلاه ،  اُ الاخطاء اىؼش٘ائٞح ىلأَّ٘دج ذر٘صع ذ٘صٝؼا غٞش طثٞؼٞا

 إر ذَد اىَقاسّح تِٞ ّرائح اىَحاماج تاسرخذاً ٍر٘سظ ٍشتؼاخ اىخطأ ٍٗر٘سظ اىخطأ اىْسثٜ اىَطيق مَؼٞاسِٝ ىيَقاسّح.  ،ٍحاماج

 

 


