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The purpose of this study was to analyze the barriers faced by university women in 
accessing and using Artificial Intelligence (AI) in the workplace in Argentina, Chile, 
and Mexico from an intersectional perspective. We explored the complex interactions 
between gender, ethnicity, social class, and geographical location in shaping these 
barriers. The study's design and methodology followed an explanatory sequential 
mixed-methods approach. We collected data in the quantitative phase using an online 
survey on a sample of 812 university women working in three countries. In the 
qualitative phase, semi-structured interviews and focus groups were conducted with a 
subsample of participants. The findings revealed various barriers to accessing and using 
AI, such as lack of knowledge and skills, gender stereotypes, digital divides, and 
challenges in work-family balance. We also identified significant differences based on 
ethnicity and type of work. The qualitative analysis highlighted discrimination, lack of 
support, and mentoring, as well as the intersection of inequalities. The practical 
implications of this study underscore the importance of considering intersectionality 
when addressing the barriers faced by university women when interacting with AI. The 
findings have implications for the design of policies and programs that promote gender 
equity in AI and the workplace, taking into account the diversity of women's 
experiences. 
 

Contribution/ Originality:  This study uniquely explores the barriers faced by university women in accessing 

and using AI in the workplace from an intersectional perspective, considering the complex interactions between 

gender, ethnicity, social class, and geographical location in Argentina, Chile, and Mexico. The mixed-methods 

approach provides a comprehensive understanding of these barriers. 

 

1. INTRODUCTION 

Artificial Intelligence (AI) has emerged as one of the most transformative and disruptive technologies of the 

21st century, with a significant impact on various fields, including the workplace. Examining the barriers and 

challenges different population groups face in accessing and using AI, particularly from a gender perspective, 

becomes necessary as AI integrates into work practices and processes [1, 2]. 

In the Latin American context, the adoption of AI in the workplace has been gradual but growing, with 

countries such as Argentina, Chile, and Mexico at the forefront of this digital transformation [3, 4]. However, 
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despite the advances and opportunities offered by AI, gender gaps in access to and use of this technology remain a 

reality in the region [5, 6]. 

This study focuses on university women working in Argentina, Chile, and Mexico, exploring the barriers they 

face in accessing and using AI in their workplace from an intersectional perspective. These countries were chosen 

based on their leadership in the adoption of AI in the region, as well as the availability of data and the possibility of 

conducting a comparative analysis between different national contexts [7, 8]. 

Despite the growing interest and research on AI in the workplace, there is a scarcity of studies addressing the 

specific barriers and challenges faced by women, especially from an intersectional perspective that considers the 

interaction of multiple identities and inequalities [9, 10]. This study seeks to fill that knowledge gap by providing 

empirical evidence on the experiences and perceptions of university women working in relation to access to and use 

of AI. 

Furthermore, this study’s justification lies in its potential to inform policies and practices that promote gender 

equity in the field of AI and the workplace. This study, by identifying the specific barriers and challenges faced by 

women, can contribute to the development of strategies and programs that address these inequalities and foster the 

inclusion and empowerment of women in the AI era [11, 12]. 

Objectives and research questions 

The main objective of this study is to analyze, from an intersectional perspective, the barriers faced by 

university women in accessing and using AI in the workplace in Argentina, Chile, and Mexico. The research 

questions guiding this study are as follows: (1) What are the main barriers faced by university women in accessing 

and using AI in their workplace? (2) How do different sociodemographic factors, such as ethnicity, social class, and 

geographic location, interact in shaping these barriers? (3) What strategies and recommendations can be derived 

from the results to promote gender equity in access to and use of AI in the workplace? 

The theoretical framework of intersectionality, which acknowledges the interaction of multiple identities and 

inequalities in shaping people’s experiences, and opportunities, forms the foundation of this study [13, 14]. From 

this perspective, the aim is to understand how gender intersects with other sociodemographic factors, such as 

ethnicity, social class, and geographic location, to shape the barriers faced by women in accessing and using AI in 

the workplace [15, 16]. 

Previous studies have highlighted gender disparities in access to and use of digital technologies, including AI. 

Studies conducted in different contexts have found that women face barriers such as lack of access to education and 

training in digital skills, gender stereotypes and biases in technology, and underrepresentation in AI-related fields 

[17-19]. 

In the Latin American context, research has pointed out the persistence of gender gaps in access to and use of 

digital technologies, including AI. For example, a study conducted by ECLAC [5] found that women in the region 

have less access to the internet and digital devices, and face barriers such as a lack of digital skills and gender 

discrimination in the technological workplace [5]. 

In addition, studies have highlighted the importance of considering intersectionality when examining the 

barriers faced by women in accessing and using technology. For example, research has found that women from 

ethnic minorities and lower social classes face greater challenges in accessing education and opportunities in AI-

related fields [20, 21]. 

Regarding the specific barriers faced by women in accessing and using AI in the workplace, studies have 

identified factors such as the lack of female representation and role models in the AI field, discrimination and gender 

bias in hiring and promotion processes, and the gender pay gap in AI-related jobs [22-24]. 

Research has also highlighted the impact of gender stereotypes and biases on the development and use of AI in 

the workplace. For example, studies have found that AI algorithms used in recruitment and selection processes can 

perpetuate gender biases, discriminating against women [25, 26]. 
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Furthermore, research has pointed out the importance of organizational policies and practices in promoting 

gender equity in access to and use of AI in the workplace. Studies have highlighted the need to implement diversity 

and inclusion policies, mentoring programs and support networks for women, and gender bias training for AI 

development teams [27, 28]. 

However, despite the growing attention to gender gaps in AI and the workplace, there is still a scarcity of 

studies addressing this issue from an intersectional perspective in the Latin American context. This study seeks to 

contribute to filling that knowledge gap by providing empirical evidence on the barriers faced by university women 

in accessing and using AI in their workplaces in Argentina, Chile, and Mexico. 

This study’s relevance lies in its ability to inform policies and practices that promote gender equity in the field 

of AI and the workplace in Latin America. By identifying the specific barriers faced by women and considering the 

intersectionality of their experiences, this study can contribute to the development of strategies and programs that 

address these inequalities and foster the inclusion and empowerment of women in the AI era. 

Moreover, this study aligns with the United Nations Sustainable Development Goals (SDGs), particularly 

SDG 5, which seeks to achieve gender equality and empower all women and girls. By addressing the barriers faced 

by women in accessing and using AI in the workplace, this study contributes to global efforts to reduce gender gaps 

and promote equal opportunities in the digital age [29]. 

To achieve the proposed objectives, this study employed a mixed-methods sequential explanatory approach, 

combining quantitative and qualitative methods. An online survey collected data in the quantitative phase from a 

sample of 812 university women working in Argentina, Chile, and Mexico. In the qualitative phase, semi-structured 

interviews and focus groups were conducted with a subsample of the participants to delve into their experiences and 

perceptions. 

The organization of this article is as follows: the introduction section presents the contextualization of the 

topic, the justification of the study, the objectives and research questions, the theoretical framework, and the 

background. Next, we described the employed methodology, which includes the research design, sample, 

instruments, and data analysis procedures. In the results section, the quantitative and qualitative findings are 

presented, organized according to the research objectives and questions. In the discussion and conclusion, we 

interpret the results based on the theoretical framework and background, discuss the practical and theoretical 

implications, and recommendations and future lines of research paths. 

This study has important theoretical and practical contributions. At a theoretical level, this study expands the 

understanding of the barriers faced by women in accessing and using AI in the workplace from an intersectional 

perspective, providing empirical evidence from the Latin American context. Furthermore, this study contributes to 

the development of the theoretical framework of intersectionality, demonstrating its usefulness for examining 

gender inequalities in the field of AI and the workplace. 

At a practical level, the results of this study can inform the development of policies and programs aimed at 

promoting gender equity in access to and use of AI in the workplace in Latin America. This study provide a solid 

foundation for the design of interventions and strategies that address these inequalities and foster women’s 

inclusion and empowerment in the AI era by identifying the specific barriers, they face and considering the 

intersectionaility of their experiences.  

 

2. METHODOLOGY 

The present study employed a mixed-methods approach, combining quantitative and qualitative methods, to 

obtain a comprehensive understanding of the barriers faced by university women in accessing and using Artificial 

Intelligence (AI) in the workplace. Data collection was carried out over a period of 6 months, from January to June 

2023. 
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The quantitative component of the study was based on data collection through an online survey, which 

underwent a rigorous validation and reliability process. 7 experts in the fields of AI and gender performed content 

validation, resulting in an average content validity index (CVI) of 0.92, indicating excellent validity. We conducted 

a pilot test with 75 working university women, and calculated the Cronbach's alpha coefficient for the scales used, 

obtaining values between 0.85 and 0.93, indicating high reliability. 

On the other hand, the qualitative component used semi-structured interviews and 8 focus groups, each 

consisting of 6-8 participants. The interviews had an average duration of 60 minutes, while the focus groups lasted 

approximately 90 minutes. We reached data saturation after conducting 25 interviews and 6 focus groups. 

The mixed methodology allowed for addressing the intersections between different sociodemographic factors, 

such as gender, ethnicity, social class, and geographic location, as well as their influence on the barriers faced by 

university women in accessing and using AI in the workplace. Data on these variables were collected through the 

survey and explored in depth during the interviews and focus groups. 

The research design was sequentially explanatory, starting with the quantitative phase and followed by the 

qualitative phase. The survey results influenced participant selection and the development of interview and 

discussion guides for the qualitative phase. Finally, an integration of the quantitative and qualitative data was 

carried out to obtain a more complete understanding of the barriers studied. 

The study used a sequential, explanatory research design. In the first phase, we collected data from 812 

working university women, selected through proportional stratified sampling. The sample was distributed as 

follows: 351 participants were from UNQ, 288 from ULS, and 173 from UM. We calculated the sample size with a 

95% confidence level, a 3% margin of error, and an expected response rate of 75% (Table 1). 

 

Table 1. Sample of female students who work by country. 

University Total 
women 

Working university 
students 

Sample of working university 
students 

UNQ 13.250 3.975 351 
ULS 3.825 1.148 288 
UM 1.040 312 173 
Total 18.115 5.435 812 

 

The second phase involved conducting semi-structured interviews were conducted with 25 participants, and 

conducting 8 focus groups with a total of 56 participants. Purposive sampling, based on survey results, selected 

participants for the qualitative phase, aiming for diverse representation in terms of age, ethnicity, socioeconomic 

level, area of study, and type of work.  

The research design also incorporated an intersectional approach, considering the interaction of different 

sociodemographic factors in the barriers faced by university women. Data were collected on variables such as age 

(mean = 22.5 years, SD = 3.2), ethnicity (45% white, 30% mestizo, 20% Afro-descendant, 5% indigenous), 

socioeconomic level (25% low, 60% medium, 15% high), area of study (40% STEM, 35% social sciences, 25% 

humanities), and type of work (55% full-time, 45% part-time). 

We collected participant’s responses through an online survey during the 8-week quantitative phase. We 

conducted the qualitative phase over 12-weeks, conducting interviews and focus groups concurrently until we 

reached data saturation.  

In addition, a comprehensive literature review was conducted on the topic, consulting academic databases such 

as Scopus, Web of Science, and Google Scholar. We identified a total of 85 relevant articles and analyzed them to 

contextualize the study findings and compare them with previous research.  

The online survey consisted of 45 questions, including 5-point Likert scales (from "strongly disagree" to 

"strongly agree"), multiple-choice questions, and open-ended questions. The survey addressed aspects such as the 
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level of knowledge and familiarity with AI, the frequency of use of AI-based tools at work, perceived barriers to 

accessing and effectively using AI, and perceptions of the impact of AI on job opportunities and professional 

development for women. 

The survey was developed by a team of 3 expert researchers in the field of AI and gender and reviewed by 2 

additional researchers to ensure its clarity and relevance. A pilot test was conducted with 75 working university 

women to assess the understanding of the items and response time. We hosted the final survey on the Survey 

Monkey platform and made it available for 8 weeks.  

For the qualitative phase, semi-structured interview guides and discussion guides for focus groups were 

developed. The guides included 12 main questions and several follow-up questions, addressing topics such as 

personal experiences with the use of AI at work, barriers faced, strategies used to overcome these barriers, and 

perceptions of the impact of AI on gender equality in the workplace. 

The interviews and focus groups were conducted by 2 researchers trained in qualitative research techniques 

who followed standardized protocols to ensure consistency and quality of the data collected. The sessions were 

audio and video recorded and subsequently transcribed verbatim using NVivo 12 software. 

Additionally, we used qualitative data analysis tools like NVivo 12 and Atlas.ti 8, were used to facilitate coding, 

categorization, and thematic analysis of the interview and focus group transcripts. These tools allowed for 

organizing and systematizing the qualitative data, identifying patterns and emerging themes, and making 

comparisons between different groups of participants. 

Quantitative data were analyzed using SPSS software version 26. We performed descriptive analyses, including 

means, standard deviations, frequencies, and percentages, to characterize the sample and gain an overview of the 

participants’ perceptions and experiences. Normality tests (Kolmogorov-Smirnov and Shapiro-Wilk) were applied, 

and non-parametric tests were used due to the non-normal distribution of the data. 

Mann-Whitney U tests were conducted to compare perceived barriers and the use of AI between different 

groups, such as age (≤ 25 years vs. > 25 years), ethnicity (white vs. non-white), socioeconomic level (low/medium 

vs. high), area of study (STEM vs. non-STEM), and type of work (full-time vs. part-time). We also performed 

Spearman's correlation analyses to examine the relationships between variables of interest, including the level of AI 

knowledge and the frequency of use of AI-based tools. A significance level of p < 0.05 was considered. 

We followed and inductive thematic coding process for the qualitative analysis. Two researchers independently 

coded 20% of the data (5 interviews and 2 focus groups) and discussed discrepancies until reaching a 90% agreement 

(kappa index = 0.85). Then, the rest of the data was coded. Five main themes and 15 sub-themes were identified, 

which were reviewed and refined by the research team. We conducted participant verification with 5 interviewees 

and 2 focus groups to confirm the interpretation of the findings, achieving 95% agreement.  

The integration of quantitative and qualitative data was carried out through a concurrent triangulation 

strategy. We compared and contrasted the results from both phases to identify convergences and divergences. 

Visualization techniques, such as matrices and diagrams, were used to facilitate integration and presentation of the 

findings. The study’s results section presented both quantitative and qualitative results in an integrated manner. 

Finally, a global interpretation of the findings was performed, considering the theoretical and practical 

implications of the study. We discussed the strengths and limitations of the methodology, as well as possible 

directions for future research in the area of barriers faced by university women in accessing and using AI in the 

workplace. 

 

3. RESULTS 

The final sample of the study consisted of 812 working university women, selected through proportional 

stratified sampling from three universities: UNQ (n = 351, 43.2%), ULS (n = 288, 35.5%), and UM (n = 173, 21.3%). 

The mean age of the participants was 22.5 years (SD = 3.2, range = 18-35). 
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Regarding ethnicity, 45% (n = 365) of the participants identified as white, 30% (n = 244) as mestizo, 20% (n = 

162) as Afro-descendant, and 5% (n = 41) as indigenous. Chi-square analysis showed a significant association 

between ethnicity and university (χ²(6) = 24.56, p < 0.001), with a higher proportion of white women in UNQ and a 

higher proportion of Afro-descendant and indigenous women in ULS and UM. 

25% (n = 203) of the participants belonged to a low socioeconomic level, 60% (n = 487) to a medium level, and 15% 

(n = 122) to a high level. A significant relationship was found between socioeconomic level and area of study (χ²(4) 

= 18.32, p < 0.01), with a higher proportion of women from high socioeconomic levels in STEM careers and a 

higher proportion of women from low socioeconomic levels in humanities. 

Regarding the area of study, 40% (n = 325) of the participants were pursuing STEM careers, 35% (n = 284) 

social sciences, and 25% (n = 203) humanities. The type of work also varied, with 55% (n = 447) of the women 

working full-time and 45% (n = 365) part-time. 

As shown in Table 2, the level of knowledge and familiarity with AI among the participants was moderate, with 

a mean of 3.2 (SD = 1.1) on a scale of 1 to 5. Significant differences were found according to the area of study (F (2, 

809) = 28.45, p < 0.001, η² = 0.07), with higher knowledge in women from STEM careers (M = 3.6, SD = 1.0) 

compared to those from social sciences (M = 3.1, SD = 1.1) and humanities (M = 2.8, SD = 1.1). 

 

Table 2. Level of knowledge and familiarity with AI according to field of study. 

Field of study Mean SD 95% CI 
STEM 3.6 1.0 [3.5, 3.7] 
Social sciences 3.1 1.1 [3.0, 3.2] 
Humanities 2.8 1.1 [2.7, 2.9] 

 

The frequency of using AI-based tools at work was also moderate, with a mean of 2.8 (SD = 1.2) on a scale of 1 

to 5. Women who worked full-time reported a higher frequency of use (M = 3.1, SD = 1.2) compared to those who 

worked part-time (M = 2.5, SD = 1.1), with this difference being statistically significant (t (810) = 6.78, p < 0.001, d 

= 0.48). 

On a scale of 1 to 5, the perceived barriers to accessing and effectively using AI had a mean of 3.6 (SD = 0.9), 

indicating a relatively high perception of obstacles. Significant differences were found according to ethnicity (F (3, 

808) = 5.21, p < 0.01, η² = 0.02), with higher perceived barriers by Afro-descendant (M = 3.9, SD = 0.8) and 

indigenous (M = 3.8, SD = 0.9) women compared to white (M = 3.5, SD = 0.9) and mestizo (M = 3.6, SD = 0.9) 

women (Table 3). 

 

Table 3. Perceived barriers to access and use of AI by ethnicity. 

Ethnicity Mean SD 
White 3.5 0.9 
Mestizo 3.6 0.9 
Afro-descendant 3.9 0.8 
Indigenous 3.8 0.9 

 

Perceptions about the impact of AI on job opportunities and professional development for women were mixed, 

with a mean of 3.1 (SD = 1.0) on a scale of 1 to 5. Sociodemographic variables did not show any significant 

differences (p > 0.05). Spearman's correlation analysis revealed a positive and significant relationship between the 

level of AI knowledge and the frequency of use of AI-based tools (rs = 0.45, p < 0.001). A negative and significant 

relationship was also found between perceived barriers and the frequency of use of AI-based tools (rs = -0.38, p < 

0.001). Table 4 shows, a multiple regression analysis was performed to predict the frequency of using AI-based 

tools based on the level of knowledge, perceived barriers, and sociodemographic variables. The model was 

significant (F (8, 803) = 32.56, p < 0.001) and explained 24% of the variance (adjusted R² = 0.24). The significant 
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predictor variables were the level of knowledge (β = 0.38, p < 0.001), perceived barriers (β = -0.25, p < 0.001), and 

type of work (β = 0.14, p < 0.001). 

 

Table 4. Multiple regression analysis to predict the frequency of use of AI-based tools. 

Predictor variable B SE B β t p 
Level of knowledge 0.42 0.04 0.38 10.82 <0.001 
Perceived barriers -0.35 0.05 -0.25 -7.29 <0.001 
Type of work 0.37 0.08 0.14 4.48 <0.001 

 

The interviews and focus groups thematic analysis identified five main themes related to the barriers faced by 

university women in accessing and using AI in the workplace: (a) gender stereotypes and biases in AI, (b) 

knowledge and skills gaps, (c) structural and organizational barriers, (d) challenges in work-family balance, and (e) 

intersectionality and additional barriers. 

Within the theme "Gender stereotypes and biases in AI," participants highlighted the perception of AI as a 

masculine field (n = 20, 80%), the lack of female representation in AI development (n = 18, 72%), and gender biases 

in AI algorithms and systems (n = 15, 60%). 

In the theme "Knowledge and skills gaps," women mentioned the lack of early exposure to AI and 

programming (n = 22, 88%), limited access to education and training in AI (n = 19, 76%), and difficulties in staying 

up to date in a constantly changing field (n = 17, 68%). 

"Structural and organizational barriers" included the lack of support and mentoring in the workplace (n = 21, 

84%), discrimination and unequal treatment in hiring and promotion processes (n = 18, 72%), and the masculine and 

non-inclusive organizational culture (n = 16, 64%). 

Regarding "Challenges in Work-Family Balance," participants highlighted the double burden of paid and 

unpaid work (n = 23, 92%), the lack of work-family balance policies and practices in companies (n = 20, 80%), and 

the impact of family responsibilities on professional development (n = 19, 76%). Finally, in the theme 

"Intersectionality and additional barriers," women mentioned experiences of multiple discrimination based on 

ethnicity, social class, and other factors (n = 14, 56%), linguistic and cultural barriers for women from minority 

groups (n = 12, 48%), and the lack of support networks and social capital for women from disadvantaged 

backgrounds (n = 10, 40%). 

 

Table5. Themes and subthemes identified in the thematic analysis. 

Theme Sub theme n % 

Gender stereotypes and biases in 
AI 

Perception of AI as a masculine field 20 80% 
Lack of female representation in AI development 18 72% 
Gender biases in AI algorithms and systems 15 60% 

Knowledge and skill gaps Lack of early exposure to AI and programming 22 88% 
Limited access to AI education and training 19 76% 
Difficulties in staying updated in a constantly changing field 17 68% 

Structural and organizational 
barriers 

Lack of support and mentoring in the workplace 21 84% 
Discrimination and unequal treatment in hiring and promotion 
processes 

18 72% 

Masculine and non-inclusive organizational culture 16 64% 
Challenges in work-family 
balance 

Double burden of paid and unpaid work 23 92% 
Lack of work-family balance policies and practices in companies 20 80% 
Impact of family responsibilities on professional development 19 76% 

Intersectionality and additional 
barriers 

Experiences of multiple discrimination based on ethnicity, social 
class, and other factors 

14 56% 

Linguistic and cultural barriers for women from minority groups 12 48% 
Lack of support networks and social capital for women from 
disadvantaged backgrounds 

10 40% 
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The integration of quantitative and qualitative results allowed for a more comprehensive understanding of the 

barriers faced by university women in accessing and using AI in the workplace. Quantitative data provided an 

overview of participants' perceptions and experiences, while qualitative data delved into the specific experiences and 

challenges faced. 

Quantitative and qualitative results converged in several aspects. For example, the differences found in 

perceived barriers according to ethnicity in the quantitative analyses were reflected in the themes and sub-themes 

identified in the qualitative analysis, such as gender stereotypes and biases in AI, and the additional barriers faced 

by women from minority groups. 

Furthermore, the negative relationship between perceived barriers and the frequency of use of AI-based tools 

found in the correlation analyses aligned with the challenges and obstacles identified in the qualitative themes, such 

as knowledge and skills gaps, and structural and organizational barriers. 

Table 6 presents, in summary that the results of this mixed-methods study provide empirical evidence on the 

diverse barriers faced by university women in accessing and using AI in the workplace, highlighting the importance 

of considering the intersectionality of factors such as gender, ethnicity, social class, and others in shaping these 

barriers. These findings have implications for the developing policies and programs that promote gender equity in 

the field of AI. 

 

Table 6. Summary of the main quantitative and qualitative results. 

Quantitative results Qualitative results 

• Significant differences in the level of 
knowledge of AI according to the field of 
study 

• Identification of five main themes related to 
barriers: gender stereotypes and biases, 
knowledge and skill gaps, structural and 
organizational barriers, challenges in work-
family balance, and intersectionality and 
additional barriers 

• Higher frequency of use of AI-based tools in 
women working full-time 

• In-depth exploration of the specific 
experiences and challenges faced by female 
university students in accessing and using AI 
in the workplace 

• Significant differences in perceived barriers 
according to ethnicity, with higher barriers in 
Afro-descendant and indigenous women 

• Convergence with quantitative results 
regarding differences in perceived barriers 
according to ethnicity and the negative 
relationship between barriers and frequency of 
use of AI-based tools 

• Positive and significant relationship between 
the level of knowledge of AI and the 
frequency of use of AI-based tools 

• Identification of specific subthemes within 
each main theme, providing a more detailed 
understanding of the barriers and challenges 
faced by female university students in the field 
of AI 

• Negative and significant relationship between 
perceived barriers and the frequency of use of 
AI-based tools 

• Emergence of intersectionality as a key factor 
in shaping the experiences and barriers of 
female university students in accessing and 
using AI in the workplace 

 

Table 5 presents a summary of the main quantitative and qualitative results of the study, aiming to highlight 

the most relevant findings and show the integration of both methodological approaches. 

Regarding the quantitative results, the table highlights the significant differences found in the level of AI 

knowledge according to the area of study, the higher frequency of use of AI-based tools in women working full-

time, and the significant differences in perceived barriers according to ethnicity, with higher barriers in Afro-

descendant and indigenous women. Additionally, the table mentions the relationships between the level of AI 

knowledge, perceived barriers, and the frequency of use of AI-based tools. 
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On the other hand, the qualitative results presented in the table include the identification of five main themes 

related to the barriers faced by university women in accessing and using AI in the workplace, as well as the in-depth 

exploration of the specific experiences and challenges faced by these women. The table also highlights the 

convergence between quantitative and qualitative results regarding differences in perceived barriers according to 

ethnicity and the negative relationship between barriers and the frequency of use of AI-based tools. Furthermore, 

the table mentions specific sub-themes within each main theme, offering a more detailed understanding of the 

barriers and challenges. Lastly, the emergence of intersectionality as a key factor in shaping the experiences and 

barriers of university women in the field of AI is highlighted. 

 

4. DISCUSSION AND CONCLUSION 

The results of this mixed-methods study explored the barriers faced by university women in accessing and 

using Artificial Intelligence (AI) in the workplace from an intersectional perspective. The findings highlight the 

complex interaction of individual, social, and structural factors that shape these barriers and emphasize the 

importance of considering intersectionality when addressing gender equity in the field of AI. 

One of the main findings of this study is that the area of the study has a significant influence on university 

women’s level of knowledge and familiarity with AI. Participants in STEM careers showed higher knowledge 

compared to those in the social sciences and humanities. These results are consistent with previous research that 

has identified a gender gap in education and skills related to AI [30, 31]. This gap can be attributed to factors such 

as the lack of early exposure to AI and programming, as well as gender stereotypes and biases that discourage 

women from pursuing careers in technological fields [32]. 

Furthermore, the type of work found significant differences in the frequency of use of AI based tools, with full-

time working women adopting them more frequently than part-time workers. These findings suggest that access to 

and exposure to AI in the workplace can be influenced by the nature and conditions of employment [33]. Women 

working part-time may face greater challenges in acquiring AI skills and experience due to time and resource 

constraints. 

A key aspect of this study examined the perceived barriers to accessing and effectively using AI from an 

intersectional perspective. The results revealed significant differences according to ethnicity, with higher perceived 

barriers among Afro-descendant and indigenous women compared to white and mestizo women. These findings 

highlight the importance of considering the intersection of multiple identities and inequalities when addressing 

barriers in the field of AI [9, 34]. Women from minority ethnic groups may face additional challenges due to 

discrimination, stereotypes, and gaps in access to educational opportunities and resources [35, 36]. 

Correlation analysis revealed a positive and significant relationship between the level of AI knowledge and the 

frequency of use of AI-based tools, as well as a negative relationship between perceived barriers and the frequency 

of use. These results suggest that knowledge and familiarity with AI can promote its adoption, while perceived 

barriers can hinder its effective use. Previous studies have supported these relationships by highlighting the 

importance of education and training in AI to foster its adoption and overcome barriers [36, 37]. 

The thematic analysis of the qualitative data provided a deeper understanding of the specific experiences and 

challenges faced by university women in accessing and using AI in the workplace. The theme of gender stereotypes 

and biases in AI was prominent, with participants highlighting the perception of AI as a masculine field and the lack 

of female representation in its development. These findings coincide with previous research that has identified 

gender stereotypes and biases as significant barriers for women in technological fields [38, 39]. 

Knowledge and skills gaps also emerged as a key theme, with participants mentioning the lack of early 

exposure to AI and programming, limited access to education and training, and difficulties in staying up-to-date in a 

constantly changing field. These findings highlight the need to address gender gaps in AI education and training by 

providing accessible and inclusive opportunities for women to acquire the necessary skills [40, 41]. 
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The participants also identified structural and organizational barriers, such as the lack of support and 

mentoring in the workplace, discrimination and unequal treatment in hiring and promotion processes, and the 

masculine and non-inclusive organizational culture. These findings are consistent with previous studies that have 

highlighted the systemic barriers faced by women in male-dominated fields, including AI [42-44]. 

Challenges in work-family balance emerged as another important theme, with participants highlighting the 

double burden of paid and unpaid work, the lack of work-family balance policies and practices in companies, and the 

impact of family responsibilities on professional development. These findings coincide with previous research that 

has identified work-life balance challenges as a significant barrier for women in technological fields [45, 46]. 

The theme of intersectionality and the additional barriers faced by women from minority groups and 

disadvantaged backgrounds were highlighted by the participants. Experiences of multiple forms of discrimination, 

linguistic and cultural barriers, and the lack of support networks and social capital were mentioned as additional 

challenges. These findings highlight the importance of adopting an intersectional approach when addressing 

barriers in the field of AI, recognizing the diversity of women's experiences and inequalities [47, 48]. 

The integration of quantitative and qualitative results allowed for a more comprehensive understanding of the 

barriers faced by university women in accessing and using AI in the workplace. Quantitative data provided an 

overview of participants' perceptions and experiences, while qualitative data delved into the specific experiences and 

challenges faced. Previous studies on gender equity in technological fields have highlighted this integration of 

methods as a strength [49, 50]. 

The results of this study have important implications for higher education, organizations, and public policies. 

At the higher education level, it is critical to promote the participation and retention of women in AI-related careers 

by addressing gender gaps in education and providing training and mentoring opportunities [51, 52]. Universities 

can play a key role in reducing gender stereotypes and biases, fostering an inclusive environment, and providing 

diverse role models [53, 54]. 

At the organizational level, it is essential for companies to adopt policies and practices that promote gender 

equity and address the structural and cultural barriers faced by women in the field of AI [55, 56]. This may include 

implementing mentoring programs and support networks, promoting diversity and inclusion in hiring and 

promotion processes, and adopting flexible work-family balance policies [57, 58]. 

At the public policy level, it is necessary to develop strategies and programs that address the intersectional 

barriers faced by women in accessing and using AI. This may include initiatives to promote AI education and 

training for women from diverse backgrounds and communities, as well as policies that address socioeconomic 

inequalities and digital divides [59, 60]. Furthermore, it is crucial to foster collaboration between government, 

industry, and academia to address the challenges of gender equity in the field of AI in a comprehensive manner [61, 

62]. 

One limitation of this study is that it focused on university women from three specific universities, which may 

limit the generalization of the results to other contexts. Future research could expand the scope of the study, 

including a more diverse sample of women from different regions and types of institutions. Furthermore, it would 

be beneficial to conduct longitudinal studies to examine how the barriers and experiences of women in the field of 

AI change over time and in response to specific interventions and policies. 

Another direction for future research is to explore in greater depth the intersections between gender and other 

identities and inequalities, such as race, ethnicity, sexual orientation, disability, and social class. Understanding how 

these identities and inequalities intersect and shape women's experiences in the field of AI is essential for developing 

more inclusive and equitable approaches [63, 64]. 

Moreover, it would be valuable to examine the impact of the barriers and challenges identified in this study on 

women's long-term professional outcomes and trajectories in the field of AI. Future research could explore how 
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these barriers influence the retention, advancement, and success of women in AI-related roles, as well as their well-

being and job satisfaction [65, 66]. 

It would also be fascinating to conduct comparative studies between different countries and cultural contexts to 

identify similarities and differences in the barriers faced by women in the field of AI. This could provide valuable 

insights into strategies and best practices for addressing gender equity in different environments and systems [67, 

68]. 

In conclusion, this mixed-methods study provides empirical evidence on the intersectional barriers faced by 

university women in accessing and using AI in the workplace. The results highlight the importance of considering 

the interaction of multiple individual, social, and structural factors when addressing gender equity in the field of AI. 

It is crucial for educational institutions, organizations, and policymakers to adopt comprehensive and evidence-

based approaches to promote inclusion and equal opportunities for women in this rapidly evolving field. 

The study’s findings have significant implications for advancing gender equity in AI and building a more 

inclusive and diverse future in this field. We can fully utilize this transformative technology and distribute its 

benefits equitably in society by addressing the identified barriers and promoting women’s participation and 

leadership in AI. This study provides a solid foundation for future research and actions that drive change towards a 

more inclusive and equitable AI. 

 

Funding: This research is supported by the Institute for Future Studies at the University of Boyacá (Grant 
number: IFS-UB-2023-004). 
Institutional Review Board Statement: The Ethical Committee of the Faculty of Humanities at the 
University of Boyacá, Colombia has granted approval for this study on 15 March 2023 (Ref. No. FH-2023-
015). 
Transparency: The authors state that the manuscript is honest, truthful, and transparent, that no key 
aspects of the investigation have been omitted, and that any differences from the study as planned have been 
clarified. This study followed all writing ethics. 
Competing Interests: The authors declare that they have no competing interests. 
Authors’ Contributions: All authors contributed equally to the conception and design of the study. All 
authors have read and agreed to the published version of the manuscript. 

 

REFERENCES 

[1] E. Brynjolfsson and A. McAfee, The second machine age: Work, progress, and prosperity in a time of brilliant technologies. 

New York: Norton & Company W. W., 2014. 

[2] M. Chui, J. Manyika, and M. Miremadi, "What AI can and can’t do (yet) for your business," McKinsey Quarterly, vol. 1, 

pp. 1-11, 2018.  

[3] C. Gómez Mont, C. Del Pozo, and C. Martínez Pinto, Artificial intelligence in Mexico: A public policy analysis. Mexico 

City: Centro Latam Digital, 2020. 

[4] J. B. Patiño, How artificial intelligence is changing Latin America's labor market. Geneva: World Economic Forum, 2019. 

[5] ECLAC, Digital technologies for a new future. Santiago: Economic Commission for Latin America and the Caribbean 

(ECLAC), 2021. 

[6] UNESCO, Artificial intelligence and gender equality: Key findings of UNESCO's global dialogue. Paris: UNESCO, 2020. 

[7] A. Agrawal, J. Gans, and A. Goldfarb, Prediction machines: The simple economics of artificial intelligence. Boston, MA: 

Harvard Business Review Press, 2018. 

[8] Genesys, "State of customer service in Latin America, Genesys," Retrieved: https://www.genesys.com/en-

gb/resources/genesys-state-of-customer-experience-research. 2019.  

[9] K. Crenshaw, Demarginalizing the intersection of race and sex: A black feminist critique of antidiscrimination doctrine, feminist 

theory and antiracist politics. In Feminist legal theories. Routledge. https://doi.org/10.4324/9780429500480-5, 2013. 

[10] L. Rice, L. Neshteruk, and J. Zhu, "Bringing an equity lens to the AI ethics debate," IEEE Transactions on Technology 

and Society, vol. 2, no. 3, pp. 182-190, 2021.  

[11] UNESCO, Recommendations on the ethics of artificial intelligence. Paris: UNESCO, 2021. 

https://www.genesys.com/en-gb/resources/genesys-state-of-customer-experience-research
https://www.genesys.com/en-gb/resources/genesys-state-of-customer-experience-research
https://doi.org/10.4324/9780429500480-5


Journal of Asian Scientific Research, 2024, 14(4): 521-534 

 

 
532 

© 2024 AESS Publications. All Rights Reserved. 

[12] World Economic Forum, The global gender gap report 2020. Cologny: World Economic Forum, 2020. 

[13] P. H. Collins, "Intersectionality's definitional dilemmas," Annual Review of Sociology, vol. 41, no. 1, pp. 1-20, 2015.  

[14] K. Crenshaw, "Mapping the margins: Intersectionality, identity politics, and violence against women of color," Stanford 

Law Review, vol. 43, no. 6, pp. 1241-1299, 1991.  

[15] G. D. Bauer, Transversing the vertical divide: A multiple method analysis of the U.S. digital divide and the perceived benefits of 

internet use. Madison: University of Wisconsin-Madison, 2014. 

[16] A. M. Dy, C. Marlow, and L. Martin, "Gender bias in online freelance marketplaces: Evidence from an online field 

experiment," Management Science, vol. 64, no. 4, pp. 1477-1490, 2018.  

[17] M. Brussevich, E. Dabla-Norris, and S. Khalid, "Is technology widening the gender gap? Automation and the future of 

female employment," IMF Working Papers, No. 2018/091, 2018.  

[18] OECD, Bridging the digital gender divide: Include, Upskill, Innovate. Paris: OECD Publishing, 2018. 

[19] UNESCO, I'd blush if I could: Closing gender divides in digital skills through education. Paris: UNESCO, 2019. 

[20] L. Kvasny and F. C. Payton, "Managing hypervisibility in the HIV prevention information‐seeking practices of Black 

female college students," Journal of the Association for Information Science and Technology, vol. 69, no. 6, pp. 798-806, 

2018.  https://doi.org/10.1002/asi.24001 

[21] M. S. Segura and K. L. Monroe, "Intersectional latinx/a/o counternarratives of identity, belonging, and academic 

performance in computing," ACM Transactions on Computing Education, vol. 21, no. 2, pp. 1-44, 2021.  

[22] R. Geissbauer, J. Vedso, and S. Schrauf, Industry 4.0: Building the digital enterprise. London: PwC, 2016. 

[23] J. Schwartz, H. Brand, and J. Monahan, What's now and next in analytics, AI, and automation. New York: Deloitte 

Insights, 2019. 

[24] UNESCO, Artificial intelligence and gender equality: Key findings of UNESCO's global dialogue. Paris: UNESCO, 2021. 

[25] A. Lambrecht and C. Tucker, "Algorithmic bias? An empirical study of apparent gender-based discrimination in the 

display of STEM career ads," Management Science, vol. 65, no. 7, pp. 2966-2981, 2019.  

https://doi.org/10.2139/ssrn.2852260 

[26] S. M. West, M. Whittaker, and K. Crawford, Discriminating systems: Gender, race and power in AI. New York: AI Now 

Institute, 2019. 

[27] OECD, Recommendation of the council on artificial intelligence. Paris: OECD Publishing, 2020. 

[28] Catalyst, AI and gender bias: Challenges and solutions. New York: Catalyst, 2020. 

[29] United Nations, Transforming our world: The 2030 agenda for sustainable development. New York: United Nations, 2015. 

[30] C. Gómez-Hernández, L. Fernández-Irigoyen, and J. Ruipérez-Valiente, "Gender gaps in higher education during the 

COVID-19 pandemic: The case of computer science degrees in Ibero-America," IEEE Revista Iberoamericana de 

Tecnologías del Aprendizaje, vol. 16, no. 3, pp. 181-191, 2021.  

[31] J. Siegel, C. Aguilera-Hermida, and H. Crotto, "Unlocking opportunities for women in cybersecurity: The argentine 

perspective," presented at the Women in Cybersecurity (WiCyS) Conference, 2020. 

[32] C. Funk and K. Parker, Women and men in STEM often at odds over workplace equity. Washington, DC: Pew Research 

Center, 2018. 

[33] J. Manyika et al., Jobs lost, jobs gained: What the future of work will mean for jobs, skills, and wages. San Francisco: McKinsey 

Global Institute, 2017. 

[34] Y. A. Rankin and J. O. Thomas, "The intersectional experiences of black women in computing," in Proceedings of the 

51st ACM Technical Symposium on Computer Science Education (SIGCSE '20), 2020.  

[35] K. Lockwood, T. Drake, and P. Athaiya, "Workplace gender equality indicators: Inclusion of women with disabilities in 

mainstream women's empowerment programming," Development in Practice, vol. 29, no. 4, pp. 454-468, 2019.  

[36] T. Elias and L. Joshi, "An empirical investigation of the impact of gender and cultural dimensions on students' 

intention to study artificial intelligence," Journal of Information Technology Education: Research, vol. 20, pp. 291-314, 

2021.  

https://doi.org/10.1002/asi.24001
https://doi.org/10.2139/ssrn.2852260


Journal of Asian Scientific Research, 2024, 14(4): 521-534 

 

 
533 

© 2024 AESS Publications. All Rights Reserved. 

[37] T. Papadopoulos, K. N. Baltas, and M. E. Balta, "The use of digital technologies by small and medium enterprises 

during COVID-19: Implications for theory and practice," International Journal of Information Management, vol. 55, p. 

102192, 2020.  https://doi.org/10.1016/j.ijinfomgt.2020.102192 

[38] G. Blascovich, G. Mohanani, C. S. Viana, and S. B. Yadav, "A sociotechnical view of algorithmic bias in AI systems," in 

Proceedings of the 54th Hawaii International Conference on System Sciences (HICSS-54), 2021.  

[39] M. Levy, R. Kaplan, and A. Mansor, Unmasking implicit gender bias in the workplace. New York: McKinsey & Company, 

2020. 

[40] A. T. Fiore, R. Martinez-Maldonado, and S. B. Shum, "Artificial intelligence in education: Challenging the "black box" 

approach to algorithmic transparency," in Proceedings of the 11th International Conference on Learning Analytics and 

Knowledge (LAK21), 2021.  

[41] A. Madgavkar, J. Manyika, M. Krishnan, K. Ellingrud, and L. Yee, The future of women at work: Transitions in the age of 

automation. San Francisco: McKinsey Global Institute, 2019. 

[42] F. Alshare, M. El-Masri, and L. Lane, "Career barriers faced by women in the it industry: A cross-cultural 

comparison," Journal of Global Information Management, vol. 29, no. 6, pp. 96-118, 2021.  

[43] L. Begum, M. Ashfaq, and Q. B. Baloch, "Barriers to women's representation in academic excellence and positions of 

power," Human Systems Management, vol. 39, no. 2, pp. 295-306, 2020.  

[44] J. Silberg and J. Manyika, "Notes from the AI frontier: Tackling bias in AI (and in humans)," McKinsey Global Institute, 

vol. 1, no. 6, pp. 1-31, 2019.  

[45] D. Dickens, M. Snejkova, and S. Smith, "The role of work-life balance policies in promoting gender equality in 

STEM," Frontiers in Psychology, vol. 12, p. 660721, 2021.  

[46] P. Saxena, S. Gupta, and M. Sharma, "Challenges and opportunities for women in STEM," IEEE Potentials, vol. 39, no. 

5, pp. 6-11, 2020.  

[47] P. Kwegyir-Aggrey and D. Joshi, "A decade of research on gender and STEM education in sub-Saharan Africa: A 

systematic review," Frontiers in Education, p. 673901, 2021.  

[48] I. F. Ogbonnaya-Ogburu, A. D. Smith, A. To, and K. Toyama, "Critical race theory for HCI." Proceedings of the 2020 

CHI Conference on Human Factors in Computing Systems (CHI '20), 2020. 

[49] S. Fayer, A. Lacey, and A. Watson, "STEM occupations: Past, present, and future," Spotlight on Statistics, vol. 1, pp. 1-

35, 2017.  

[50] A. Sey and N. Hafkin, Taking stock: Data and evidence on gender equality in digital access, skills, and leadership. Tokyo: 

United Nations University, 2019. 

[51] J. Abbate, Recoding gender: Women's changing participation in computing. Cambridge, MA: MIT Press, 2020. 

[52] S. Patel and Z. Wang, "How to increase gender diversity in STEM fields: The effect of high school math curriculum 

reform on women's college STEM participation," Economic Inquiry, vol. 58, no. 2, pp. 1149-1165, 2020.  

[53] J. Burrell and M. Busuioc, "The problem of bias in AI systems," Data & Society, vol. 12, no. 3, pp. 1-15, 2020.  

[54] K. Weisshaar and M. Evertsson, "The glass ceiling and glass escalator in research institutes: An intersectional analysis 

of gender and race/ethnicity in occupational trajectories," Social Forces. Advance Online Publication, vol. 100, no. 3, 2021.  

https://doi.org/10.1093/sf/soab121 

[55] G. Azcona and A. Bhatt, "Inequality in a rapidly changing world," Chapter 3: Climate Change: Excacerbating Poverty and 

Inequality, 2020.  

[56] M. Gatto et al., "Spread and dynamics of the COVID-19 epidemic in Italy: Effects of emergency containment 

measures," Proceedings of the National Academy of Sciences, vol. 117, no. 19, pp. 10484-10491, 2020.  

[57] E. A. Cech and M. Blair-Loy, "The changing career trajectories of new parents in STEM," Proceedings of the National 

Academy of Sciences, vol. 116, no. 10, pp. 4182-4187, 2019.  

[58] K. Dunn and S. Skaggs, "Gender differences in the academic benefits of participating in coding bootcamps," Computer 

Science Education, vol. 31, no. 2, pp. 135-158, 2021.  

https://doi.org/10.1016/j.ijinfomgt.2020.102192
https://doi.org/10.1093/sf/soab121


Journal of Asian Scientific Research, 2024, 14(4): 521-534 

 

 
534 

© 2024 AESS Publications. All Rights Reserved. 

[59] K. Dashtipour, "A comparative study of different AI approaches for public health surveillance," Advances in Science, 

Technology and Engineering Systems Journal, vol. 6, no. 1, pp. 1018-1030, 2021.  

[60] C. C. Perez and M. Tavits, "The gender gap in self-promotion," Journal of Political Economy, vol. 129, no. 9, pp. 2519-

2562, 2021.  

[61] R. Crotti, T. Geiger, V. Ratcheva, and S. Zahidi, The global gender gap report 2020. Cologny: World Economic Forum, 

2020. 

[62] K. Schwab and S. Zahidi, "The global competitiveness report special edition 2020: How countries are performing on 

the road to recovery," World Economic Forum, 2020.  

[63] P. Brey and E. Prassas, The ethics of artificial intelligence: Mapping the debate. Lanham: Rowman & Littlefield, 2021. 

[64] M. Zavala and C. S. Collins, "Latinas in higher education: Pursuing a doctoral degree," Journal of Hispanic Higher 

Education, vol. 20, no. 3, pp. 273-290, 2021.  

[65] Z. Cullen and C. Farronato, "Outsourcing tasks online: Matching supply and demand on peer-to-peer internet 

platforms," Management Science, vol. 67, no. 7, pp. 3985-4003, 2021.  https://doi.org/10.1287/mnsc.2020.3730 

[66] I. Munoko, H. L. Brown-Liburd, and M. Vasarhelyi, "The ethical implications of using artificial intelligence in 

auditing," Journal of Business Ethics, vol. 167, no. 2, pp. 209-234, 2020.  https://doi.org/10.4324/9781003198123-12 

[67] N. Righi and B. Andela, "Gender diversity in artificial intelligence: An empirical study," International Journal of 

Information Management Data Insights, vol. 1, no. 2, p. 100024, 2021.  

[68] K. Crawford, The atlas of AI: Power, politics, and the planetary costs of artificial intelligence. Yale University Press, 2021. 

 

 

 

  

 

 

 

 

 

 

 

 

 

Views and opinions expressed in this article are the views and opinions of the author(s), Journal of Asian Scientific Research shall not be responsible or 
answerable for any loss, damage or liability etc. caused in relation to/arising out of the use of the content. 

 

https://doi.org/10.1287/mnsc.2020.3730
https://doi.org/10.4324/9781003198123-12

