
 

 

 
1 

© 2023 AESS Publications. All Rights Reserved. 

 

 

 

Binary logistic regression analysis on determinants of capacity utilization in 
medium and large manufacturing industries in Ethiopia  

 

 

 Zemene 
Yohannes1+ 

 Amare Matebu2 

 Fekade Asrat3 

 

1,2Industry Research Center, Ethiopian Policy Studies Institutes, Addis Ababa, 
Ethiopia. 
1Email: Zemeneyohannes@gmail.com  
2Email: amarematebu@yahoo.com  
3National Statistics Data Quality and Standard Directorate, Ethiopia 
Statistics Service, Addis Ababa, Ethiopia. 
3Email: ffasrat@gmail.com  

 

 
(+ Corresponding author) 

 ABSTRACT 
 
Article History 
Received: 10 October 2022 
Revised: 15 December 2022 
Accepted: 3 January 2023 
Published: 27 January 2023 
 

Keywords 
Full capacity 
Goodness of fit test 
Likelihood ratio test 
LMMI 
Logistic regressions 
Marginal effect. 
 

 
Most manufacturing industries in Ethiopia are not operating at full capacity. The 
manufacturing industry is one of the main determinants of the economic growth of a 
country; therefore, the reasons why they are not operating at full capacity have to be 
assessed. The aim of this study is to assess determinant factors associated with Ethiopia’s 
large and medium manufacturing industries (henceforth referred to as LMMIs in this 
study) not working at full capacity based on 2020 LMMI survey data. In this study, 3,067 
large and medium manufacturing industries were examined. Among these industries, 
78.71% were not working at their full capacity, while the remaining 21.29% were. Binary 
logistic methods were used to analyze the data. Study results found that the region, the 
number of months the establishment operated during the study period, the workplace of 
the manufacturing company, the effect of Covid-19, and the current most serious problem 
facing the establishment were statistically significant predictors for working at full 
capacity. LMMI intervention programs, including regional work, increasing the number 
of working months in the year, workplace, the effect of unexpected external influences 
(e.g., COVID-19) and major problems among LMMIs, should be put in place to increase 
the production to full capacity. 
 

Contribution/Originality: Most studies on manufacturing industries use direct measures of capacity utilization. 

By taking the preceding illustration into account, this study includes some indirect estimating measures of capacity 

usage, such as logistic regression analysis. 

 

1. INTRODUCTION 

Ethiopia’s economy has experienced rapid growth since 2019 with gross domestic product (GDP) growth rates 

of 6.1% per annum compared to Sub-Saharan Africa's rate of 3.5% (Commercial Bank of Ethiopia Annual Report, 

2014; Ethiopian Economics Association, 2015; Yared, Alemayehu, & Seid, 2015; Yared, Alemayehu, Seid, Bhorat, & 

Tarp, 2016). Industry has grown by 9.6% per year since 2016 and contributed 29% of GDP (Commercial Bank of 

Ethiopia Annual Report, 2014).  

Among the sectors, agriculture, which is the mainstay of Ethiopia's economy, grew by 6.6%, while industry and 

services grew by 20.2% and 10.8%, respectively, indicating that Ethiopia's economic growth is becoming more 

diversified (National Planning Commission, 2016; Seid, 2015). 
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Agriculture contributed 44.7% to GDP in 2010/11, industry contributed 10.5%, and services contributed 45.5%, 

but these figures changed to 38.5%, 15.1%, and 46.3% in 2014/15, respectively (International Monetary Fund, 2014; 

National Planning Commission, 2016). 

According to Narasimha and Ramesh (2015), manufacturing drives economic growth and structural 

transformation. Since the early 2000s, Ethiopia has been one of the few African countries to formulate and implement 

a comprehensive industrial development strategy. Manufacturing is an essential part of industrial growth, and it is 

essential for building national technological and industrial capabilities, technological progress, productivity, and 

capital accumulation (McKinsey Global Institute, 2012; United Nation Industrial Development Organization, 2014; 

United Nation Industrial Development Organization, 2015). 

Transfer of surplus resources from agriculture to manufacturing is important for economic growth, and 

manufacturing has different advantages, such as broadening job opportunities and improving the total factor 

productivity and increasing the competitiveness of the economy (McKinsey Global Institute, 2012; United Nation 

Industrial Development Organization, 2014; United Nation Industrial Development Organization, 2015). The second 

Growth and Transformation Plan focuses on the development of light and small manufacturing enterprises that are 

globally competent and leading in Africa, which will provide a solid foundation for further growth of heavy industries 

that will ultimately make Ethiopia a middle-income country by 2025 (National Planning Commission, 2016). Natural 

resource endowments have given Ethiopia a comparative advantage when it comes to exporting textiles and 

garments, leather and leather products, and processed agricultural products (Kefyalew & Tarkegne, 2013; Tsegaye, 

2011). However, the manufacturing sector in Ethiopia is underdeveloped, even by African standards. There are only 

a few successful cases in leather and textiles, and the sector is small and highly import-dependent (Peter & Lamin, 

2010) and Assefa, Bienen, and Ciuriak (2013). 

One of the fundamental problems facing less developed countries today, such as Ethiopia, is the backwardness of 

their economies as well as the lack of resources necessary to match their ambitions. The industrial sectors of these 

countries are allegedly plagued by technical inefficiency (Tybout, 1990). Similarly, Pickett (1991) pointed out that 

Ethiopia has not had an efficient industrial sector. Given this situation, there is a strong desire to document the 

patterns and magnitudes of these issues so that suitable policies can be developed.  

Manufacturing capacity utilization peaked at 78.70% in the late 1970s and plummeted to 43.80% in the 1980s. 

Between 2000 and 2005, it fluctuated between 34.60% and 52.78%. Manufacturing value addition and employment 

generation, which determined industrial development, also fluctuated during the same period. It remains uncertain 

how the utilization of manufacturing capacity contributes to industrial development. This study aims to assess the 

trend of individual firms working at full capacity in Ethiopian large and medium manufacturing industries and identify 

the causes of industries not working at full capacity. 

 Capacity utilization is important in many developing countries, especially in Nigeria, where capital is scarce and 

underused (Adeyemi & Olufemi, 2016). Deb (2014) found that utilizing plant capacity is one way in which economic 

reforms in India enhanced productivity growth in the manufacturing sector. According to the study, Indian 

manufacturing sector capacity utilization rates were estimated. The result showed that capacity utilization rates were 

lower in the pre-reform period but grew faster after the reform. 

The manufacturing sector has not yielded many benefits for Ethiopia due to a lack of productivity, high labor 

turnover, and an inability to effect structural changes (Tigabu, Gebrehiwot, Balineau, & Fikru, 2018). 

Even though small and medium enterprises (SMEs) play a crucial role in creating jobs and alleviating extreme 

poverty in Ethiopia, many of them are unable to reach their full potential (Nega & Hussein, 2016). 

Technology plays a significant role in enabling the future of production, with emerging technologies providing 

the crux of the industrial revolution. The World Economic Forum (2018) emphasizes that countries should 

continuously upgrade their technology infrastructure so that they can fully utilize emerging technologies. There are 

several reasons why underproduction occurs: a lack of electricity, a lack of foreign currency, a lack of working capital, 
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a lack of a market, inadequate management and leadership, a shortage of skilled manpower, unfair competition against 

imported products, a monopolistic nature of local manufacturing, and an unwillingness of public procurement offices 

to purchase products from local manufacturers (Mulugeta, 2018). A market-based approach is required to optimize 

capacity utilization among furniture manufacturing SMEs (Mapetere & Thelmaer, 2018). Furthermore, emerging 

technologies are one of the key enablers of the industrial revolution as they are adopted and diffused throughout the 

industry. This requires countries to continually upgrade their technology infrastructure in order to ensure that their 

platform is advanced enough for emerging technologies to operate effectively and efficiently (World Economic 

Forum, 2018). 

Having a well-functioning supply chain will keep a business efficient, effective, and smooth (Basu, Jeyasingam, 

Habib, Letchmana, & Ravindran, 2017). A collaborative approach to supply chain management increases both 

performance and capacity utilization (Seo, Dinwoodie, & Roe, 2015). 

As a result of the policies, different sectors develop and national industries become stronger (World Economic 

Forum, 2018). Analyses of the possible causes of under-capacity utilization of the sector in Nigeria cited shortage of 

power, lack of foreign currency, lack of working capital, lack of market, inadequate management, lack of appropriately 

skilled manpower, unfair competition with imported products, the monopolistic nature of competition among local 

manufacturers, and the reluctance of public procurement offices to buy from local manufacturers as some factors that 

could be causing under-capacity utilization (Mulugeta, 2018).  

Research has been carried out on whether improving the capacity utilization of furniture manufacturing SMEs 

through a market-based approach in the case of Gweru, Zimbabwe, by examining only the market effect on the 

capacity utilization of SMEs, and it was recommended that the sector develop a new market strategy in order to 

improve its capacity utilization (Mapetere & Thelmaer, 2018). 

Raw material inadequacy, workers' problems, financing problems, energy shortages, and tariffs are factors that 

affect capacity utilization, according to Turhan (2018). Manufacturing industries face shortages of domestic and 

imported raw materials as well as inadequate imports (Turhan, 2018). 

In food manufacturing, Ndemezo, Ndikubwimana, and Dukunde (2018) found that the main reasons for 

underutilization of capacity are shortages of raw materials, the lack of specialized technology, the tax administration, 

and standards. In addition to fixed assets, beverage manufacturing is also undermined by a lack of working capital 

and standards and insufficient demand. As a result of inadequate output from one industry, there is a lack of raw 

materials in another (Turhan, 2018). This study examines the determinant factors associated with Ethiopia's large 

and medium manufacturing industries (LMMI) not operating at full capacity. Based on 2020 data from the Ethiopian 

survey of large and medium manufacturing industries, we quantified the extent and variation of under-capacity 

operation across regions. However, because we use the LMMI survey data, we are limited to specific variables, and 

the data was also limited in 2020.  

 

2. MATERIALS AND METHODS   

The 2020 Large and Medium Scale Manufacturing Survey (LMSMIS) data were used in this study. The 

dependent variable is a binary variable measuring operations, either at full capacity or otherwise. Region, total sales 

value, value of raw materials, the number of months during which the establishment operated, place of work, Covid, 

and the most serious problem facing the establishment at present were all considered as explanatory variables.  

 

2.1. Binary Logistic Regression Model 

The data in this study were analyzed using binary logistic regression. This study uses logistic regression since 

the dependent variable is the capacity of LMSMIS industries, which is determined by whether or not a firm is working 

at full capacity. As a function of covariates, we can model a binary or dichotomous variable with logistic regression 

(Hosmer & Lemeshow, 1989). The dependent variable's two responses have been coded as follows: 
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𝑌 = {
1, 𝑖𝑓 𝑡ℎ𝑒 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑎𝑡 𝑓𝑢𝑙𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦

 0, 𝑖𝑓 𝑡ℎ𝑒 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑛𝑜𝑡 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑎𝑡 𝑓𝑢𝑙𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦
 

By using binary logistic regression, the explanatory variables can be related to the outcome variable through a 

suitable transformation of the probability of success. In this study, “success” means “working at full capacity”. The 

model with p explanatory factors/variables is given by Equation 1 as:  

𝑙𝑜𝑔𝑖𝑡(𝜋) = g(𝑋) = 𝑋 ′𝛽 = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑝𝑥𝑝                                              (1) 

Equation 1 presents the logistic regression model. For more details about this model, please refer to the standard 

work by Hosmer and Lemeshow (2000). 

 

2.2. Binary Logistic Regression Analysis (BLRA) 

In a regression analysis, the response variable is associated with one or more explanatory variables. In many 

cases, the outcome variable is discrete and has two or more possible values (Hosmer & Lemeshow, 2000). The binary 

linear regression analysis (BLRA) is used when the explanatory variables are quantitative or qualitative and the 

response is binary rather than continuous (Hair, Black, Babin, & Anderson, 2010). In the 1970s, this method was 

proposed to overcome the difficulties of ordinary least squares (OLS) regression in treating binary outcomes (Peng, 

Lee, & Ingersoll, 2002). According to logistic regression (LR) the probability (p) will be 1 rather than 0. This is based 

on binomial probability theory; thus, the event is more likely to be associated with one group rather than another. 

According to the maximum likelihood approach, LR presents the best fitting function, which maximizes the 

probability that the observed data will belong to the correct category given the regression coefficient (Burns & Burns, 

2008). 

 

2.3. Assumptions of BLRA 

Linear relationships between the response and the explanatory variables are ignored in logistic regression. 

Furthermore, the response must be binary variables, explanatory variables need not be interval variables, the 

distribution must be normal, the relationship should be linear, and there must be no inequality of variance within 

groups. Furthermore, each group should be mutually exclusive and detailed, with each case belonging to only one 

group. Furthermore, the maximum likelihood coefficients are large estimates since LR must have a much larger 

sample size than the maximum likelihood. At least 50 cases are required for each explanatory variable (Burns & Burns, 

2008; Hair et al., 2010; Kleinbaum & Klein, 2010). 

 

2.4. The Logistic Model 

In order to investigate implied associations between response variables and explanatory variables, logistic 

regression analysis (LRA) can be used assuming one explanatory variable X and one binary outcome variable Y; the 

logistic model predicts Y from X as a natural logarithm of the odds of Y. As a simple formula, it looks like this: 

ln (
𝜋

1−𝜋
) = 𝛼 + 𝛽𝑥                                                                                           (2) 

The logit is on the left-hand side. In the LR model, X is linear in the logit. As a result, we get:   

            𝜋(𝑥) = 𝐸 (
𝑌

𝑋
) =

𝑒𝛼+𝛽𝑥

1+𝑒𝛼+𝛽𝑥
                                                                                                       (3) 

Where π represents the probability of the outcome of interest, given that X = x, α is a parameter which represents 

the Y-intercept, β is a parameter of the slope, X can be a qualitative (categorical) or quantitative variable, and Y is 

always qualitative or categorical. From simple linear regression to multiple linear regression, the formula (2) is 

expressed as follows: 

                 ln (
𝜋

1−𝜋
) = 𝛼 + 𝛽1𝑥1+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑘𝑥𝑘                                                 (4) 
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Therefore, 

             𝜋(𝑥) =
𝑒𝛼+𝛽1𝑥1+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑘𝑥𝑘

1+𝑒𝛼+𝛽1𝑥1+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑘𝑥𝑘
,                                                                  (5) 

Where α is the Y-intercept, the βs are parameters of the slope, the Xs are combinations of explanatory variables, 

and π denotes the event probability. The maximal likelihood estimator approach is used to estimate α and the β 

parameters. 

 

2.5. Hosmer–Lemeshow Goodness of Fit Test 

The Hosmer–Lemeshow test, commonly known as the X2 (Chi-square) test, determines if a model fits the data. 

The null hypothesis states that the model is adequate to fit the data, and it will only be rejected if there are sufficiently 

compelling reasons to do so (traditionally, if the p-value is less than 0.05). See Hosmer & Lemeshow (2000) for details. 

 

2.6. Likelihood Ratio Test (LRT) 

The test is based on the log-likelihood ratio. With this test, we check the significance of the difference between 

the likelihood ratio for the reduced model with explanatory variables and the likelihood ratio for the current model 

with only a constant in it. The reduced model with explanatory variables differs significantly from the one with only 

the constant if the significance level is 0.05 or less (all ‘b’ coefficients being zero). It measures how well the explanatory 

variables fit the null model compared to the explanatory variables. We do not reject the null hypothesis that the 

explanatory variables do not affect the prediction of the response variable when the probability is unable to reach the 

0.05 significance level (see Bergerud (1996); Bewick, Cheek, & Ball (2005)). 

 

2.7. Goodness of Fit Test by R2 

In linear regression methods based on OLS, the coefficient of determination 𝑅2 can be used as a measure of 

goodness of fit, which represents the variation ratio explained by the model. Since logistic regression lacks a similar 

statistic, several pseudo-𝑅2 statistics have been developed. The Cox and Snell pseudo 𝑅2 and Nagelkerke pseudo 𝑅2 

are used in this paper (see Nagelkerke (1991) and StatSoft (2013) for details). 

 

2.8. Statistical Significance Test 

In linear regression, we want to determine how well the model fits the data overall as well as the contributions 

made by the explanatory variables. In logistic regression, we use the Wald test, which is similar to a t-test that is 

performed on the coefficients in a linear regression in order to determine whether a variable is contributing to the 

prediction of the outcome, specifically determining if the coefficient of the explanatory variable is significantly 

different from zero. A logistic regression model is evaluated by calculating the area under the curve, which ranges 

between 0.5 and 1.0, with larger values indicating a better fit (Kleinbaum & Klein, 2010). 

 

2.9. Average Marginal Effects  

In most studies that utilize logistic regression, the focus is more on relative risks and odds ratios. However, both 

could be misleading. As a result, we have no sense of magnitude of the odds ratios and relative risks (that is, no 

intuitive sense of the size of the difference). 

Nonlinear models are commonly manipulated by marginal effects to give a more intuitive sense of their effect on 

the variables. Logistic regression models are more informative since they express the effects in probability scales 

(whereas coefficients are estimated in log-odds scales), i.e., we can better interpret the model by using the scale that 

makes the most sense. A marginal effect can be defined as the instantaneous effect that a change in an explanatory 

variable has on the conditional mean of the response (y) (Cameron & Pravin, 2010). For a continuous variable 𝑥𝑗 , the 

marginal effect is calculated by computing its derivative with respect to the covariate: 



Asian Development Policy Review, 2023, 11(1): 1-11 

 

 
6 

© 2023 AESS Publications. All Rights Reserved. 

𝜕𝐸(
𝑦

𝑥
)

𝜕𝑥𝑗
=

𝜕𝐹(𝑥′𝛽)

𝜕(𝑥′𝛽)
.

𝜕(𝑥′𝛽)

𝜕𝑥𝑗
=𝑓(𝑥′𝛽)𝛽𝑗                                                 (6) 

Where f is the density function that corresponds to the cumulative distribution function F. In a linear regression, 

marginal effects are simply functions of slope coefficients. Nevertheless, in nonlinear regression models, marginal 

effects of explanatory variables (𝑥𝑗) on response variables depend not just on the regression coefficient attached to 

them (𝛽𝑗) but also the associated parameter vectors (𝛽) and covariates (𝑥). The marginal effect of 𝑥𝑗 on the logit 

model can be expressed as follows: 

𝜕𝐸(
𝑦

𝑥
)

𝜕𝑥𝑗
= 𝐹(𝑥′𝛽)[1 − 𝑥′𝛽]𝛽𝑗                              (7) 

Equation 7 shows that the marginal effects will vary with the value of x. As a result, an expression can be 

evaluated using the sample means of the data, or the marginal effects can be estimated at every observation and their 

average marginal effects can be calculated from the sample average of each marginal effect. These two approaches 

generally lead to different results because marginal effects are nonlinear functions of the explanatory variables 

(𝐹(𝐸[𝑌]) ≠ 𝐸[𝐹(𝑌)]), parameters and levels. In small or moderate-sized samples, it is preferable to average the 

marginal effects of each participant (Greene, 2003). 

The presence of dummy variables in the covariate vector (𝑥) complicates the computation of marginal effects in 

a binary choice model. For such variables, it might not be appropriate to take the derivative as if they were continuous. 

For an independent binary variable of 𝑥𝑘  , a marginal effect would be as follows: 

Marginal effect = Pr (𝑦 = 1/�⃗� , 𝑥𝑘 = 1) − Pr (𝑦 = 1/𝑥 ⃗⃗⃗ ⃗ , 𝑥𝑘 = 0)                      (8) 

where �⃗� denotes a vector of the means of all other variables in the model. 

The predicted probabilities and the estimated marginal effects can be computed as 𝐹(𝑥′�̂�) and 𝑓(𝑥′�̂�)�̂�, 

respectively. Note again that both are nonlinear functions of the parameter estimates. Greene (2003) shows that the 

estimators are asymptotically normal under certain regularity conditions. To compute the standard errors, we can 

use linear approximation approaches, such as the delta method (linear Taylor series expansion). In this study, the 

impact of covariates was explored using average marginal effects (AMEs). 

 

3. RESULTS   

3.1. Goodness of Fit 

The model summary in Table 1 shows the variation in the outcome variable production at full capacity explained 

by the independent variables with the Cox and Snell 𝑅2 and Nagelkerke 𝑅2 (Pseudo 𝑅2) values. The Cox & Snell 𝑅2 

= 0.631, which indicates that 63.1% of the variation in production at full capacity is explained by the predictors but 

the remaining 36.9% is unexplained. These 𝑅2 values demonstrate the explained variation in production at full 

capacity, which ranges from 63.1% (Cox and Snell 𝑅2) to 71.8% (Nagelkerke 𝑅2).  

 

Table 1. Model summary. 

Cox & Snell R-squared Nagelkerke R-squared 

0.631 0.718 

 

Table 2 presents the results of the Hosmer–Lemeshow test, which tests the null hypothesis that the predictions 

made by the model fit absolutely with the observed group memberships. A chi-square statistic (10.44, df = 8) was 

computed by comparing the observed frequencies with those expected under the linear model. It shows the non-

significant chi-square value and indicates that the model is good fit for the data. 

 

Table 2. Goodness of fit (Model diagnostic). 

Hosmer–Lemeshow Test Chi-square Df Sig. 
 10.441 8 0.235 
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3.2. Results of Logistic Regression Analysis (Marginal Effects Analysis)  

As discussed earlier, interpreting the coefficients of the fitted logistic regression model using the odds ratios (or 

the log-odds scale) may be misleading since odds ratios do not account for actual differences in the probabilities of 

outcomes among groups (categories). On the other hand, marginal effects are more informative since they express 

effects on a probability scale. Using marginal effects, we examine the impact of covariates on the outcome. 

 

3.3. Average Marginal Effect 

The average marginal effect (AME) shows how a covariate affects the probability of an outcome. In the case of a 

continuous covariate, it refers to the average change in probability when the covariate increases by one unit. When 

categorical variables are considered, the AME shows the difference in the predicted probabilities for one category 

relative to the reference category (discrete change effects). Unlike linear models, the effect varies based on individual 

differences (since logits are nonlinear models). The AME computes the predicted probability of an individual based 

on the observed levels of covariates. Averages of these values are then calculated for all individuals. 

Table 3 presents the average marginal effects for the covariates considered in this study. The results indicate 

that, on average, a one-month increase in the production of industries is associated with a 2.4% increase in the 

probability of working at full capacity. Moreover, industries not affected by COVID-19 have a 4% higher probability 

of producing at full capacity compared to industries affected by COVID-19.  

 

Table 3. The average marginal effects from the fitted binary logistic regression model (For significant covariates) (Delta method). 

Variable/Covariate dy/dx Std. err. Z P > z [95% Conf. interval] 

Region: Addis (Ref.) 

Amhara           0.005 0.019 0.240 0.813 -0.032 0.041 
Oromia -0.0396 0.128 -3.10 0.002 -0.065 -0.014 
Somalie -0.023 0.060 -.390 0.696 -0.140 -0.093 
Benishangul 0.330 0.284 1.160 0.245 -0.226 0.887 
S.N.N.P.R. (Southern Nations, Nationalities, 
and Peoples' Region) 

-0.029 0.021 -1.34 0.179 -0.068 0.012 

Sidama 0.207 0.102 2.03 0.042 0.007 0.406 
Gambela 0.106 0.162 0.660 0.0512 -0.212 0.424 
Harari 0.024 0.106 0.230 0.818 -0.183 0.232 
Dire Dawa 0.135 0.052 2.60 0.009 0.033 0.237 
Sales 0.000 0.000 -0.70 0.485 0.000 0.001 
Raw materials 0.000 0.000 1.760 0.078 0.000 0.002 
Month 0.024 0.004 6.58 0.000 0.017 0.031 
Place of work (Industrial park ref.) 
Industrial shade -0.102 0.077 -1.33 0.184 -0.252 0.048 
Other -0.067 0.077 -0.87 0.382 -0.217 0.082 
Covid effect: affected by Covid ref. 
Not affected     0.041 0.021 1.93 0.044 -0.001 0.082 
Major problem (Other ref.)  
Newly established 0.014 0.026 0.53 0.599 -0.037 0.063 
Shortage of raw materials 0.014 0.044 0.31 0.759 -0.073 0.10 
Shortage of spare parts -0.057 0.026 -2.17 0.030 -0.109 -0.005 
Shortage of foreign exchange -0.236 0.035 -0.67 0.501 -0.092 0.045 
Acquiring market or customers -0.002 0.052 -0.03 0.973 -0.103 0.099 
Lack of working capital 0.012 0.069 0.17 0.868 -0.125 0.14 
Shortage of electric and water 0.149 0.065 2.29 0.022 0.0212 0.276 
Repeated breakage of machinery -0.018 0.029 -0.60 0.551 -0.075 0.040 
Government rules and regulations 0.018 0.032 0.55 0.584 -0.045 0.080 

 

Industries found in industrial parks have a 10.2% and 6.7% higher probability of producing at full capacity 

compared to industrial shade and others, respectively. 
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 Regarding region, industries in Sidama and Dire Dawa have a 20.7% and 13.5% higher probability of working 

at full capacity compared to those found in Addis Ababa. Industries found in Addis Ababa have a 3.4% higher 

probability of working at full capacity compared to those found in Oromia. However, there is no significant difference 

in the probability of the outcome among Amhara, Benishangul, S.N.N.P.R., Gambela, Harari and Addis Ababa. 

 

4. DISCUSSION  

This study showed that LMMI productivity is significantly associated with region, the number of months the 

establishment operated during the study period, workplace, Covid, and most serious problems faced by the 

establishment (shortage of raw materials, electricity shortage, lack of working capital, and government rules and 

regulations). On the other hand, the study revealed that total sales value and the value of raw materials were not 

significant predictors for working at full capacity.   

This study aimed to identify correlates of LMMIs on hinderances to working at full capacity in Ethiopia based 

on LMMI 2020 data. The likelihood of not working at full capacity for LMMIs in Amhara, Benishangul, S.N.N.P.R., 

Gambela, Harari were not significantly different from LMMIs in Addis Ababa regional state (the reference region). 

LMMIs in Oromia were less likely to work at their full capacity than LMMIs in Addis Ababa. LMMIs in Sidama and 

Dire Dawa were more likely to operate at full capacity than LMMIs in Addis Ababa. There were significant differences 

across regions in LMMIs working at full capacity. This finding is supported by other studies that also found a 

productivity efficiency difference across regions (Hulten & Schwab, 1984; Moomaw, 1981).  

The results of this study revealed that the number of working months in a year was significantly correlated with 

LMMIs working at full capacity. LMMIs working at full capacity increased as the number of working months in a 

year increased. LMMIs working for all 12 months were more likely to work at full capacity than those that did not. 

LMMIs with more working hours were found to be more productive than those that operated for fewer hours. This 

finding is in agreement with McKinsey Global Institute (2012) and Sreekumar, Chhabra, and Yadav (2018).   

Compared to LMMIs affected by Covid, those not affected by Covid were more likely to operate at full capacity. 

The result shows that Covid had a significant effect on companies, causing them to operate below capacity. LMMIs 

have been particularly affected by Covid, which has had a lasting impact on their productivity. This finding agrees 

with studies conducted by the World Bank group, which showed that enterprises have been affected by Covid (De 

Nicola, Mattoo, Timmis, & Tran, 2021). The association between Covid and not working at full capacity was also 

investigated by Yayeh and Ferede (2020), whose findings are similar to those in this study.  

Our results show that the most serious issues faced by LMMIs, such as a shortage of power/electricity, shortages 

of raw materials and working capital, and government rules and regulations, significantly affected LMMIs not 

working at full capacity. This finding is consistent with Mojekwu & Iwuji (2012), who found that electricity supply 

has a significant positive impact on capacity utilization, and also that electricity and raw material shortages cause 

poor performance of infrastructural facilities, mainly due to frequent power cuts and the high cost of raw materials. 

This finding is also in agreement with a study done in Ethiopia which suggests that shortage of raw materials was 

the main cause of the relative technical inefficiency of the sector (Erena, Kalko, & Debele, 2021; Hailu & Tanaka, 

2015). Another study in Nigeria by Ekwochi, Ejim, and Agbaji (2021) found that working capital management has an 

impact on the productivity of manufacturing.  

This study also shows that premises/workplaces were significantly associated with LMMI productivity and their 

ability to operate at full capacity. LMMI working in shade/clusters and industrial parks were more likely to work at 

full capacity compared to LMMIs in other locations. A similar finding was obtained by Strøjer Madsen, Smith, and 

Dilling-Hansen (2003) in Denmark. A study in Nigeria by Charles, Ifeyinwa, Somkenechi, and Emmanuel (2021) also 

showed that provision of a conducive working environment improves manufacturing productivity.  
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5. CONCLUSION 

The study results show that socioeconomic and proximate variables in Ethiopia have a significant impact on 

companies’ ability to operate at full capacity. Particularly, region, the number of months the establishment operated 

during the study period, Covid, and the most serious problems faced by the establishment at present are significantly 

associated with full capacity production in LMMIs. These can be considered as the major significant factors 

influencing the patterns of productivity of LMMIs in Ethiopia. 

 

Funding: This study received no specific financial support.    
Competing Interests: The authors declare that they have no competing interests.  
Authors’ Contributions: All authors contributed equally to the conception and design of the study. 

 

REFERENCES 

Adeyemi, P., & Olufemi, O. (2016). The determinants of capacity utilization in the Nigerian manufacturing sector. Journal of 

Economics and Sustainable Development, 7(5), 20-31. 

Assefa, H., Bienen, D., & Ciuriak, D. (2013). Ethiopia’s investment prospects: A sectoral overview. 

[http://dx.doi.org/10.2139/ssrn.2190967]. African Review of Economics and Finance, 4(2), 203-246. 

Basu, B. G., Jeyasingam, J., Habib, M., Letchmana, U., & Ravindran, R. (2017). The impact of supply chain management practices 

on the performance of private Universities in Malaysia. International Journal of Supply Chain Management, 6(3), 22-35. 

Bergerud, A. (1996). Evolving perspectives on caribou population dynamics, have we got it right yet? Rangifer, 16(4), 95–

102.Available at: https://doi.org/10.7557/2.16.4.1225. 

Bewick, V., Cheek, L., & Ball, J. (2005). Statistics review 14: Logistic regression. Critical Care, 9(1), 1-7. 

Burns, R., & Burns, R. (2008). Business research methods and statistics using SPSS: Sage Publishing LTD. 

Cameron, A., & Pravin, K. T. (2010). Microeconometrics: Methods and applications. New York: Cambridge University Press. 

Charles, C. O., Ifeyinwa, F. O., Somkenechi, C. O., & Emmanuel, U. O. (2021). Strategies for improving productivity in 

manufacturing companies. International Journal of Enginering, Science and Computing, 11(9), 28911-28912. 

Commercial Bank of Ethiopia Annual Report. (2014). Commercial bank of Ethiopia 2014 annual report. Retrieved from: 

https://combanketh.et/en/publications/. 

De Nicola, F., Mattoo, A., Timmis, J., & Tran, T. T. (2021). Productivity in the Time of COVID-19: Evidence from East Asia and 

pacific. Research and Policy Brief;No. 46. World Bank, Washington, DC. 

Deb, A. K. (2014). Economic reforms, capacity utilization and productivity growth in Indian manufacturing. Global Business Review, 

15(4), 719–746.Available at: https://doi.org/10.1177/0972150914543240. 

Ekwochi, E. A., Ejim, E. P., & Agbaji, B. C. (2021). Effect of working capital management on productivity of a manufacturing 

companies in South East, Nigeria. International Journal of Academic Management Science Research, 5(12), 36-44. 

Erena, O. T., Kalko, M. M., & Debele, S. A. (2021). Technical efficiency, technological progress and productivity growth of large 

and medium manufacturing industries in Ethiopia: A data envelopment analysis. Cogent Economics & Finance, 9(1), 

1997160.Available at: https://doi.org/10.1080/23322039.2021.1997160. 

Ethiopian Economics Association. (2015). The demographic dividend: An opportunity for Ethiopia’s transformation. Retrieved 

from: https://www.prb.org/wp-content/uploads/2015/11/demographic-dividend-ethiopia.pdf. 

Greene. (2003). Econometric analysis (5th ed.). Upper Saddle River: Prentice Hall. 

Hailu, K. B., & Tanaka, M. (2015). A “true” random effects stochastic frontier analysis for technical efficiency and heterogeneity: 

Evidence from manufacturing firms in Ethiopia. Economic Modelling, 50, 179–192. 

Hair, H. J., Black, W., Babin, B., & Anderson, R. (2010). Multivariate data analysis (7th ed.). Upper Saddle River, NJ: Prentice-Hall, 

Inc. 

Hosmer, D., & Lemeshow, S. (1989). Applied logistic regression. New York: John Wiley and Sons. 

Hosmer, D. W., & Lemeshow, S. (2000). Applied logistic regression (2nd ed.). New York: John Wiley & Sons, Inc. 

http://dx.doi.org/10.2139/ssrn.2190967%5d
http://www.prb.org/wp-content/uploads/2015/11/demographic-dividend-ethiopia.pdf


Asian Development Policy Review, 2023, 11(1): 1-11 

 

 
10 

© 2023 AESS Publications. All Rights Reserved. 

Hulten, C. R., & Schwab, R. M. (1984). Regional productivity growth in US manufacturing: 1951-78. The American Economic Review, 

74(1), 152-162. 

International Monetary Fund. (2014). The federal democratic republic of Ethiopia, selected issue paper. IMF Country Report No. 

14/304. 

Kefyalew, A., & Tarkegne, A. (2013). Meat and live animal export in Ethiopia: Status, challenges and opportunities. Global Advanced 

Research Journal of Food Science and Technology, 2(4), 54-59. 

Kleinbaum, D., & Klein, M. (2010). Logistic regression: A self-learning text (Statistics for biology and health) (3rd ed., pp. 73–

102). New York: Springer. 

Mapetere, D., & Thelmaer, M. (2018). Improving capacity utilization of furniture manufacturing smes through market based view: 

A case of gweru. Zimbabwe International Journal of Economics, Commerce and Management United Kingdom, 6(10), 556-563. 

McKinsey Global Institute. (2012). Manufacturing the future: The next era of global growth and innovation. New York, USA. 

Mojekwu, J. N., & Iwuji, I. I. (2012). Factors affecting capacity utilization decisions in Nigeria: A time series analysis. Retrieved 

from: http://www.researchgate.net/publication/228442050. 

Moomaw, R. L. (1981). Productive efficiency and region. Southern Economic Journal, 48(2), 344–357. 

Mulugeta, S. (2018). Analysis of causes for under-capacity production of the Ethiopian re-bars. Manufacturing Industry Doctoral 

Dissertation, Addis Ababa Science And Technology University.    

Nagelkerke, N. (1991). A note on a general definition of the coefficient of determination. Biometrics, 78, 691-692.Available at: 

https://doi.org/10.1093/biomet/78.3.691. 

Narasimha, M., & Ramesh, S. (2015). Enhancing Ethiopian industrial growth by original equipment manufacturing. Journal of 

Multidisciplinary Engineering Science Studies, 1(1), 1-8. 

National Planning Commission. (2016). Growth and transformation plan II (2015/16-2019/20): Federal Democratic Republic of 

Ethiopia. 

Ndemezo, E., Ndikubwimana, J. B., & Dukunde, A. (2018). Determinants of capacity utilization of food and beverage manufacturing firms 

in Rwanda: Do tax incentives matter? Paper presented at the Department of Economics, College of Business and Economics, 

University of Rwanda, Kigali, Rwanda.  

Nega, F., & Hussein, E. (2016). Small and medium enterprise access to finance in Ethiopia synthesis of demand and supply. The 

Horn Economic and Social Policy Institute (HESPI) Working Paper 01/16. 

Peng, C.-Y. J., Lee, K. L., & Ingersoll, G. M. (2002). An introduction to logistic regression analysis and reporting. The Journal of 

Educational Research, 96(1), 3-14. 

Peter, M., & Lamin, B. (2010). Ethiopia’s economic growth performance: Current situation and challenges. The African Development 

Bank Group Chief Economist Complex, 1(5), 1-5. 

Pickett, J. (1991). Economic development in Ethiopia: Agriculture, the market and the State. Organizing for Economic Co-

Operation and Development. 

Seid, N. (2015). Prospects and challenges of structural transformation in Ethiopia. Addis Ababa, Ethiopia: Ethiopian Economics 

Association, Ethiopian Economic Policy Research Institute. 

Seo, Y.-J., Dinwoodie, J., & Roe, M. (2015). Measures of supply chain collaboration in container logistics. Maritime Economics & 

Logistics, 17(3), 292-314.Available at: https://doi.org/10.1057/mel.2014.26. 

Sreekumar, M., Chhabra, M., & Yadav, R. (2018). Productivity in manufacturing industries. International Journal of Innovative 

Science and Research Technology, 3(10), 634-639. 

StatSoft, S. (2013). Formula guide: Logistic regression, version 1.1. Retrieved from: www.statsoft.com. 

Strøjer Madsen, E., Smith, V., & Dilling-Hansen, M. (2003). Industrial clusters, firm location and productivity – Some empirical 

evidence for Danish firms. Working Papers No. 03-26, University of Aarhus, Aarhus School of Business, Department of 

Economics. 

Tigabu, G. D., Gebrehiwot, K. A., Balineau, G., & Fikru, S. D. (2018). Manufacturing competitiveness in Ethiopia: Developments, 

challenges and prospects. Addis Ababa: Ethiopian Development Research Institute. 

http://www.researchgate.net/publication/228442050
http://www.statsoft.com/


Asian Development Policy Review, 2023, 11(1): 1-11 

 

 
11 

© 2023 AESS Publications. All Rights Reserved. 

Tsegaye, T. (2011). The idea of industrialization in Ethiopia: Fundamental issues for debate. 

Turhan, M. (2018). The effect of capacity utilization on economic growth in industrial enterprises. Retrieved from: 

https://www.researchgate.net/journal/Journal-of-Business-Management-and-Economic-Research-2602-

3385.10.29226/TR1001.2018.78. 

Tybout, J. R. (1990). Making noisy data sing: A micro approach to measuring industrial efficiency (No. 327). The World Bank. 

United Nation Industrial Development Organization. (2014). Development of manufacturing industries in Nepal current state and 

future challenges. Government of Nepal National Planning Commission Secretariat and Central Bureau of Statistics. 

United Nation Industrial Development Organization. (2015). Integrated agro-industrial parks in Ethiopia (IAIP). Retrieved from: 

http://www.unido.org. 

World Economic Forum. (2018). Readiness for the future of production report. Retrieved from: http://wef.ch/fopreadiness18. 

Yared, S., Alemayehu, S., & Seid, N. (2015). Ethiopia-an agrarian economy in transition. WIDER Working Paper, No. 2015/154, 

WIDER Working Paper Series. 

Yared, S., Alemayehu, S., Seid, N., Bhorat, H., & Tarp, F. (2016). Understanding the African lionsgrowth traps and opportunities 

in six dominant African economies. Retrieved from: https://www.jstor.org/stable/10.7864/j.ctt1hfr23q. 

Yayeh, F. A., & Ferede, W. (2020). The Impact of COVID-19 on the manufacturing and service sectors in Ethiopia. Available at 

SSRN 3695548, 1-12.Available at: http://dx.doi.org/10.2139/ssrn.3695548  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Views and opinions expressed in this article are the views and opinions of the author(s). The Asian Development Policy Review shall not be responsible or 
answerable for any loss, damage or liability, etc., caused in relation to/arising from the use of the content. 

 

 

http://www.researchgate.net/journal/Journal-of-Business-Management-and-Economic-Research-2602-3385.10.29226/TR1001.2018.78
http://www.researchgate.net/journal/Journal-of-Business-Management-and-Economic-Research-2602-3385.10.29226/TR1001.2018.78
http://www.unido.org/
http://wef.ch/fopreadiness18
http://www.jstor.org/stable/10.7864/j.ctt1hfr23q
http://dx.doi.org/10.2139/ssrn.3695548

